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Abstract

This paper reexamines wage and price dynamics in response to permanent shocks to

productivity. We estimate a micro-founded dynamic general equilibrium (DGE) model

of the U.S. economy with sticky wages and sticky prices using impulse responses to

technology and monetary policy shocks. We utilize a flexible specification for wage-

and price-setting that allows for the sluggish adjustment of both the levels of these

variables—as in standard contracting models—as well as intrinsic inertia in wage and

price inflation. On the price front, we find that in our VAR inflation jumps in response

to an identified permanent technology shock, implying that, on average, prices adjust

quickly and that there is little evidence for any intrinsic inflation inertia like that com-

monly found in models used for monetary policy evaluation. On the wage front, we

find evidence for significant inertia in wages and some intrinsic inertia in nominal wage

inflation. Our results provide support for the standard sticky-price specification of the

New Keynesian model; however, the evidence on the high degree of wage inertia presents

a challenge for standard models of wage setting.
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1 Introduction

The nature of price inertia has important implications for the design and conduct of mone-

tary policy, and so it is unsurprising that recent years have seen a resurgence in theoretical

and empirical research aiming to disentangle the sources of sluggishness in wages and prices.

The focus of this literature has been in two main areas. First, as documented by Fuhrer

and Moore (1995), standard sticky-price theories (such as those formulated by Calvo, 1983,

Taylor, 1980, and Rotemberg, 1982), cannot explain the high degree of persistence in post-

war U.S. inflation data, absent of serially correlated shocks to inflation. As a result, much

of the subsequent monetary policy literature—for example, Fuhrer (1997a), Levin, Weiland,

and Williams (2003), and Rudebusch (2002)—has assumed some form of intrinsic inflation

inertia. Second, Gaĺı and Gertler (1999) have argued that simple inflation models, where

inflation depends on its own leads and lags and a measure of the output gap are misspec-

ified, and have emphasized the role of marginal cost in determining inflation. This paper

reexamines price and wage dynamics in an optimization-based dynamic general equilibrium

framework in which we explicitly model the joint determination of wages and prices. We

allow for a general form of intrinsic inertia in both wages and prices that nests standard

sticky-wage and sticky-price formulations as well as full-indexation models such as those of

Fuhrer and Moore (1995) and Christiano, Eichenbaum, and Evans (2003).

Our empirical approach relies primarily on the properties of inflation following a per-

manent shock to productivity that directly affects marginal costs. As discussed below, the

moments of the data conditional on a productivity shock are arguably less contaminated by

misspecification than other unconditional or conditional moments. Following Gaĺı (1999)

and Altig, Christiano, Eichenbaum, and Linde (2002), we measure the effects of such a

shock using an identified technology innovation in an estimated VAR. We then estimate

the structural parameters of an optimization-based model of the U.S. economy based on

matching the impulse responses to shocks to technology and monetary policy, following the

methodology of Rotemberg and Woodford (1997) and Christiano et al. (2003).

A technology shock directly affects marginal costs, making it an exceptionally “clean”

experiment to evaluate the behavior of prices and wages. In particular, misspecification of

monetary policy, emphasized by Erceg and Levin (2003) as a source of bias in estimates of

inflation inertia, should have a relatively small effect on the estimated short-term reaction

of inflation to the shock. In contrast, a shock to monetary policy or some other macroeco-
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nomic relationship primarily affects inflation indirectly through the effects of the shock on

expectations of output and marginal costs. As such, estimates of the effects of such shocks

generated by the VAR rely crucially on the correct specification of monetary policy and

other relationships in the VAR. Given the evidence for significant shifts in the conduct of

monetary policy over the past four decades, such an assumption seems questionable at best.

Analysis of the impulse responses to the technology shock yields two key findings related

to price- and wage-setting. First, according to our estimated VAR, prices adjust very quickly

in response to an identified shock to productivity: Price inflation drops immediately after

the onset of the shock and returns to steady state in two years. In the context of our model,

this price inflation response implies that prices adjust relatively frequently, consistent with

survey evidence. Moreover, it implies the absence of intrinsic inflation inertia. A significant

degree of inflation inertia would counterfactually predict that the response of inflation would

initially be muted, and then follow a hump shape. Thus, conditional on the response of

marginal costs, the standard sticky-price model without inflation inertia is sufficient to

explain the impulse response to a technology shock.

In contrast to prices, we find a high degree of inertia in nominal wages. Absent of

sticky wages, our model is unable to replicate the dynamic responses to the technology

shock implied by the VAR, a finding previously empasized by Altig et al. (2002). In

particular, the sluggishness in nominal wages is needed to explain the gradual adjustment

of the real wage to its higher steady-state level following an increase in productivity seen

in the VAR impulse response. The estimated high degree of wage inertia, however, is

difficult to reconcile with the direct evidence on wage contracts and other evidence based

on standard theories of wage determination, which both suggest more rapid adjustment of

wages. Our model point estimates also imply some inertia in the growth rate of nominal

wage inflation, but quantitatively the effect of this intrinsic inertia in wage growth on

the model has modest importance. Thus, our findings support the approachs of Erceg,

Henderson, and Levin (2000), Amato and Laubach (2003), and Christiano, Eichenbaum,

and Evans (2003), that sticky wages represent an essential building block in an empirical

dynamic general equilibrium model, but leave unanswered the question as to why wages

appear to be so sluggish.

The paper is organized as follows. Section 2 outlines the technology and preferences

underlying our model. Section 3 describes the decentralization of the economy and the
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equilibrium conditions. Section 4 presents the estimation methodology and results. Sec-

tion 5 considers the issue of wage and price-setting in more detail. Section 6 concludes.

2 Technology and Preferences

In this section, we describe the technology and preferences describing our model. This

model shares many features with those developed by Fuhrer (1997b), Christiano, Eichen-

baum, and Evans (2003), Smets and Wouters (2002), and Altig, Christiano, Eichenbaum,

and Linde (2002). Importantly, the dynamics of nominal and real variables are determined

by first-order conditions of optimizing agents. In order for the model to fit the data rea-

sonably well, we allow for various frictions such as habit formation and adjustment costs

that interfere with instantaneous full adjustment in response to shocks.1 As in Altig et

al. (2002), ours is a two-sector model in which the level and growth rates of technology are

allowed to differ across the consumption and investment goods sectors. In the next section

we turn to the decentralization of this economy and derive the conditions describing the

decentralized equilibrium.

2.1 The Production Technology

Two distinct final goods are produced: consumption goods (denoted Yc,t) and investment

goods (denoted Yi,t). Given the current levels of technology in each final goods sector de-

noted by As,t for sector s, consumption and investment goods are produced by aggregating—

according to a Dixit-Stiglitz technology—an infinite number of differentiated intermediate

material goods. Specifically, final goods production in sector s in period t is represented by

the function

Ys,t = A1−α
s,t

(∫ 1

0
Ym,s,t(x)

θ−1
θ dx

) θ
θ−1

, s = c, i, (1)

where the variable Ym,s,t(x) denotes the quantity of the intermediate materials good in-

dexed by type x ∈ [0, 1] used to produce final output in sector s and θ is the elasticity of

substitution between the differentiated materials inputs used in the production, assumed to

be the same in both sectors.
1Estrella and Fuhrer (2002) document the shortcomings of optimization-based models that do not incor-

porate such sources inertia.

3



The differentiated intermediate materials goods used as inputs in equation (1) are them-

selves produced by combining each variety of our economy’s differentiated labor inputs

{Lt(x)}, x ∈ [0, 1] with physical capital Kt. Capital can be utilized at varying intensities,

denoted by Ut ≥ 0. A Dixit-Stiglitz aggregator characterizes the way in which differenti-

ated labor inputs are used together in the production of the economy’s materials goods,

while a Cobb-Douglas production function then characterizes how the composite bundle of

labor, denoted Lt, is combined with utilized capital to produce, given the current level of

technology Am,t, output of intermediate materials goods. The production of materials good

z, for z ∈ [0, 1], is determined by:

Ym,t(z) = (Kt(z)Ut(z))α (Am,tLt(z))1−α − Kt(z)Ψ(Ut(z))(Ai,t)−(1−α) (2)

where Lt(z) =
(∫ 1

0 Lt(x, z)
ρ−1

ρ dx

) ρ
ρ−1

, (3)

where we assume that Ψ(1) ≥ 0, Ψ′(1) ≥ 0, and Ψ′′(1) ≥ 0. The parameter α denotes the

elasticity of output with respect to capital, while ρ denotes the elasticity of substitution

between the differentiated labor inputs.

The log-level of technology in each of the three sectors (s = c, i,m) is modeled as a

random walk with drift:

ln As,t = ln Γa,s + ln As,t−1 + εs,t, s = c, i,m (4)

where εs,t is an i.i.d. innovation, and Γa,s is the constant trend growth rate of technology in

sector s. Note that in this paper we restrict ourselves to permanent shocks to the level of

technology, focusing on economy-wide shocks to total factor productivity. Economy-wide (or

sector-neutral) productivity shocks are implemented through an innovation to technology

in the intermediate materials good sector. In a companion paper, Edge, Laubach, and

Williams (2003), we consider sector-specific shocks to technology and shifts in the growth

rate of technology.

2.2 The Capital Evolution Technology

The law of motion for the economy’s beginning of period t + 1 capital stock Kt+1 is given

by:

Kt+1 = (1 − δ)Kt + It exp

[
−χi

2

(
It

It−1
−Γi

)2
]

, (5)
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where It is gross investment, δ is the depreciation rate, and Γi is the steady-state growth

rate of investment. The final term multiplying It measures the fraction of investment that

contributes to the capital stock after adjustment costs. The fraction of investment lost to

adjustment costs is zero when investment growth, It/It−1, equals the trend rate of growth

of technology in the investment goods sector, but rises to above zero, at an increasing rate,

as investment growth moves further away from its trend. The parameter χi ≥ 0 governs

how quickly adjustment costs increase as investment growth moves away from Γi. The

economy’s resource constraint implies that It ≤ Yi,t.

2.3 Preferences

Households derive utility from their purchases of the consumption good Ct and from their

use of leisure time, equal to what remains of their time endowment L̄ after 0 ≤ Lt(i) ≤ L̄

hours of labor are supplied to market activities. The preferences of household i ∈ [0, 1]

over consumption and leisure are nonseparable, with household i’s consumption habit stock

(assumed to equal a fraction η ∈ [0, 1] of its consumption last period) influencing the utility

it derives from current consumption. Note that we assume that utility is nonseperable

between consumption and leisure, consistent with evidence of Basu and Kimball (2002).

Specifically, preferences of household i are given by

E0
1

1 − σ

∞∑
t=0

βt
[
(Ct(i) − ηCt−1(i))(L̄ − Lt(i))ζ

]1−σ
, (6)

where β is the household’s discount factor, and ζ is a measure of the utility of leisure. The

economy’s resource constraint implies that
∫ 1
0 Ct(x)dx ≤ Yc,t.

3 The Decentralized Economy

We now discuss the agents of our economy and their respective optimization problems.

We assume the following decentralization. There is one representative, perfectly compet-

itive firm in each of the two final-goods producing sectors, which purchases intermediate

inputs from the continuum of materials goods producers. The materials goods producers,

in turn, rent capital from a perfectly competitive representative capitalist, and differenti-

ated types of labor from households. The capitalist purchases the investment good from

the investment-goods producing firm, and households purchase the consumption good from
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the consumption-goods producing firm. Because both materials goods producers and house-

holds are monopolistic competitors, they also set prices at which they supply their respective

products or labor services.

3.1 Final Goods Producers

The competitive firm in the consumption good sector owns the production technology de-

scribed in equation (1) for s = c, while the competitive firm in the capital goods sector owns

the same technology for s = i. Each final-good producing firm, taking as given the prices

set by each intermediate-good producer for their differentiated output, that is {Pm,t(j)}1
j=0,

chooses intermediate inputs {Ym,s,t(j)}1
j=0 so as to minimize the cost of producing its fi-

nal output Ys,t, subject its production technology, given by equation (1). Specifically, the

competitive firm in each sector solves

min
{Ym,s,t(j)}1

j=0

∫ 1

0
Pt(x)Ym,s,t(x)dx s.t. Ys,t≤A1−α

s,t

(∫ 1

0
Ym,s,t(x)

θ−1
θ dx

) θ
θ−1

, s = c, i. (7)

The cost-minimization problems solved by firms in the economy’s consumption and capital

goods producing sectors imply economy-wide demand functions for each intermediate good

that are given by

Ym,t(j) =

(
Pm,t(j)
Pm,t

)−θ ∑
s=c,i

Ys,t

A1−α
s,t

. (8)

The variable Pm,t denotes the aggregate price level in the intermediate goods sector and

is defined by Pm,t = (
∫ 1
0 (Pm,t(x))1−θdx)

1
1−θ . The cost-minimization problems solved in

each final-good producing sector imply that the competitive price for consumption and

investment goods, respectively, are given by Pc,t = Pm,tA
−(1−α)
c,t and Pi,t = Pm,tA

−(1−α)
i,t .

3.2 Intermediate Goods Producers

Each intermediate (or materials) good producing firm j ∈ [0, 1] owns the production tech-

nology described in equations (2) and (3). In considering firm j’s problem—of choosing

the quantities of differentiated labor services {Lt(i, j)}1
i=0, capital Kt(j), and the degree of

utilization Ut(j) that it will use in production—it is convenient to split the decision into

two separate stages. In the first step of the problem firm j, taking as given the wages

{Wt(i)}1
i=0 set by each household for its variety of labor, chooses {Lt(i, j)}1

i=0 to mini-

mize the cost of attaining the aggregate labor bundle Lt(j) that it will ultimately need for
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production. Specifically, the materials firm j solves:

min
{Lt(i,j)}1

i=0

∫ 1

0
Wt(x)Lt(x, j)dx s.t. Lt(j)≤

(∫ 1

0
Lt(x, j)

ρ−1
ρ dx

) ρ
ρ−1

(9)

The cost-minimization problem undertaken by each materials producing firm implies that

the economy-wide demand for type i labor is

Lt(i) =
∫ 1

0
Lt(i, x)dx =

(
Wt(i)
Wt

)−ρ ∫ 1

0
Lt(x)dx (10)

where Wt denotes the aggregate wage, defined by Wt = (
∫ 1
0 (Wt(x))1−ρdx)

1
1−ρ . In the second

step of the problem firm j, taking as given the aggregate wage Wt and the rental rate on

capital Rk,t, chooses aggregate labor Lt(j), capital Kt(j), and utilization Ut(j) to minimize

the costs of attaining its desired level of output Ym,t(j). Specifically, the firm solves

min
Kt(j),Lt(j),Ut(j)

Rk,tKt(j)+WtLt(j)

s.t. Ym,t(j)≤(Kt(j)Ut(j))α (Am,tLt(j))1−α−Kt(j)Ψ(Ut(j))(Ai,t)−(1−α).(11)

Since each firm produces its own differentiated variety of materials output Ym,t(j), it is

able to set its price Pm,t(j), which it does taking into account the demand schedule for its

output that it faces from the consumption and capital goods sectors (equation 8). Interme-

diate materials goods-producing firms are assumed to face non-negative adjustment costs

in altering both the level and the rate of change in their prices. For this purpose, we apply

the generalized adjustment cost model due to Tinsley (1993) and discussed in Kozicki and

Tinsley (1999). We prefer this approach over that of common alternatives because the latter

imply heterogeneity among agents. Partly for this reason, models utilizing staggered price

and wage setting typically assume that utility is separable between consumption and leisure,

in which case perfect insurance among households against labor income risk eliminates het-

erogeneity of their spending decisions. By contrast, if wages are staggered and household

utility is nonseparable, differences across households in labor supply (which will result due

to differences in wages set) lead to differences across household in the marginal utility of

consumption (and hence consumption), even if perfect insurance is able to equalize wealth

across households. The quadratic adjustment cost model allows us to avoid heterogeneity

across agents. In any case, the resulting price and wage inflation equations are very similar

to those derived from Calvo-based setups with inertia as in Christiano, Eichenbaum, and

Evans (2003) and Smets and Wouters (2002).
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The price adjustment costs (denote by χp,1 and χp,2, respectively) appear as an ex-

pense against firms’ profits and are thus factored into their profit-maximization problem.

The intermediate-good producing firm j, taking as given the marginal cost MCm,t(j) for

producing Ym,t(j), the aggregate material price level Pm,t, and aggregate materials output

Ym,t, chooses its price Pm,t(j) to maximize the present discounted value of its profits sub-

ject to the demand curve it faces for its differentiated output (equation 8). The materials

producer’s profit-maximization problem is given by

max
{Pm,t(j)}∞t=0

E0

∞∑
t=0

βtΛc,t

Pc,t
{(Pm,t(j) − MCm,t(j)) Ym,t(j)

−
χp,1

2
(
Πm,t(j) − Π̄m

)2 +
χp,2

2

(
Πm,t(j)

Πm,t−1(j)
− 1

)2
Pm,tYm,t


s.t. Ym,t(j)=

(
Pm,t(j)
Pm,t

)−θ(
Yc,t

A1−α
c,t

+
Yi,t

A1−α
i,t

)
, (12)

where the discount factor that is relevant when comparing nominal revenues and costs in

period t with those in period t+j is Etβ
j Λc,t+j/Pc,t+j

Λc,t/Pc,t
, where Λc,t is the household’s marginal

utility of consumption in period t. The parameter Π̄m is the steady-state rate of aggregate

materials price inflation.

3.3 Capitalists

The capitalist possesses the technology described in equation (5) for transforming capital

goods, purchased from capital goods producers, into capital that can be rented and used

productively by materials firms. The competitive capitalist, taking as given the rental rate

on capital Rk,t, the price of investment goods Pi,t, and the stochastic discount factor chooses

investment to maximize the present discounted value of profits subject to the law of motion

governing the evolution of capital (equation 5).2 Specifically, the capitalist solves:

max
{It,Kt+1}∞t=0

E0

∞∑
t=0

βtΛc,t

Pc,t
[Rk,tKt−Pi,tIt] s.t. Kt+1≤(1−δ)Kt+It exp

[
−χi

2

(
It

It−1
−Γk

)2
]

.

(13)
2The economy’s capital stock is also ultimately owned by the households, so that the relevant discount

factor in comparing nominal earnings and expenditures in period t with those in period t+j is βj Λc,t+j /Pc,t+j

Λc,t/Pc,t
.
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3.4 Households

The representative household’s utility, which is defined over consumption and leisure, is

described by equation (6). Since each household supplies its own differentiated variety of

labor Lt(i), it is able to set its wage Wt(i) subject to the labor demand schedule that it

faces from the materials producing sector (equation 10). Analogous to materials producers,

the household faces non-negative adjustment costs (denoted by χw,1 and χw,2) in terms of

altering both the level and growth rate of its nominal wage. These adjustment costs appear

as an expense against income in the household’s budget constraint and are thus factored

into the household’s utility-maximization problem. The household’s budget constraint with

costly wage adjustment is is given by

Et

[
β

Λc,t+1/Pc,t+1

Λc,t/Pc,t
Bt+1(i)

]
= Bt(i) + Wt(i)Lt(i) + Profitst(i) − Pc,tCt(i)

−
χw,1

2
(
Πw,t(i)−Π̄w

)2−χw,2

2

(
Πw,t(i)

Πw,t−1(i)
−1

)2
Pc,tCt, (14)

where the variable Bt(i) is the state-contingent value, in terms of the numeraire, of household

i’s asset holdings at the beginning of period t. We assume that there exists a risk-free one-

period bond, which pays one unit of the numeraire in each state, and denote its yield—that

is, the gross nominal interest rate between periods t and t+1—by Rt ≡
(
Etβ

Λc,t+1/Pc,t+1

Λc,t/Pc,t

)−1
.

Profits are those repatriated from capitalist and materials producing firms who, as already

noted, are ultimately owned by households. The parameter Π̄w is the steady-state rate of

aggregate nominal wage inflation.

The household takes as given the expected path of the gross nominal interest rate Rt,

the consumption good price level Pc,t, the aggregate wage rate Wt, profits income, and the

initial bond stock Bi,0, and chooses its consumption Ct(i) and its wage Wt(i) to maximize

its utility subject to its budget constraint and the demand curve it faces for its differentiated

labor. Specifically, the household solves:

max
{Ct(i),Wt(i)}∞t=0

E0

∞∑
t=0

βt

[
(Ct(i) − ηCt−1(i))(L̄ − Lt(i))ζ

]1−σ

1 − σ

s.t. equation (14) and Lt(i)=
(
Wt(i)
Wt

)−ρ∫ 1

0
Lt(j)dj. (15)
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3.5 Monetary Authority

In the spirit of the literature on monetary policy feedback reaction functions, we assume

that the central bank uses the short-term interest rate as its instrument. This rate is

determined in accordance with an interest rate feedback equation by which the short-term

interest rate responds to deviations of inflation and economy-wide capacity utilization from

their respective steady-state levels.3 We also allow for policy inertia by including the lagged

short-term interest rate in the feedback equation. In particular, monetary policy is described

by

rt = φrrt−1 + φπ(Πm,t − 1) + φu ln Ut + εr,t, (16)

where rt denotes the short-term interest rate (equal to Rt − 1), Ut denotes economy-wide

capacity utilization (equal to
∫ 1
0 Ut(x)dx) and εr,t is an i.i.d. policy shock. Note that we

have suppressed the constant that incorporates the steady-state levels of the interest rate,

inflation rate, and capacity utilization rate.

3.6 Equilibrium

The decentralized equilibrium is an allocation:

{
{Ym,t}1

i=0, Ym,t, Yc,t, Yi,t, {Ct(i)}1
i=0, {Lt(i)}1

i=0, It,Kt+1, {Kt(j)}1
j=0, {{Lt(i, j)}1

i=0}1
j=0, Ut, {Ut(j)}1

j=0

}∞
t=0

and sequences of prices:

{
Πm,t,Πc,t,Πi,t,Πw,t, {Pm,t(i)}1

j=0, Pc,t, Pi,t, Qk,t, Rk,t, {Wt(i)}1
i=0, {MCm,t(j)}1

j=0, Rt

}∞
t=0

that satisfy the following conditions:

• final-good producing firms solve (7) for s = c and i;

• all materials producers j ∈ [0, 1] solve (9), (11), and (12);

• the capitalist solves (13);

• all households i ∈ [0, 1] solve (15);

• the monetary authority follows (16);
3Capacity utilization provides a convenient proxy for the output gap without requiring any estimate of

potential output.
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• all materials goods markets clear, that is equation (8) holds for all j ∈ [0, 1];

• the consumption and capital goods markets clear Yc,t =
∫ 1
0 Ct(x)dx and Yi,t = It; and,

• all factor markets clear, that is Lt(i) =
∫ 1
0 Lt(i, x)dx for all i ∈ [0, 1] and Kt =∫ 1

0 Kt(x)dx.

Agents take as given the initial values of K0 and R−1, the sequence of values of the target

variables and the sequence of exogenous variables

{Ac,t, Ai,t, Am,t}∞t=0 .

implied by the sequence of shocks

{εc,t, εi,t, εm,t, εr,t}∞t=0 .

The model’s first-order conditions are fully described in the Appendix. In simulating the

model, we normalize the variables by their balanced growth path values. The normalization

is also described in the Appendix. We then log-linearize the normalized equations describ-

ing the decentralized equilibrium and solve this system using the Anderson-Moore (1985)

algorithm.

4 Estimation

We estimate several of the structural parameters of our model using a minimum distance

estimator. Specifically, we estimate a VAR on quarterly U.S. data using empirical coun-

terparts to the theoretical variables in our model, and identify two structural shocks using

identifying assumptions that are consistent with our theoretical model. We then choose

model parameters so as to match the impulse responses to these two shocks implied by

the model to those implied by the VAR.4 Estimation of model parameters by impulse re-

sponse function matching has sometimes been criticized for being ad hoc in selecting which

properties of the data the model has to match. While we agree that it would also be in-

teresting to explore full information estimation methods, we nevertheless think that the
4Recent applications of this estimation strategy are Rotemberg and Woodford (1997), Amato and

Laubach (2003), Christiano, Eichenbaum, and Evans (2003), and Altig, Christiano, Eichenbaum, and

Linde (2002).
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estimation undertaken here is valuable precisely because we focus on properties of the data

that have a clear structural interpretation. In this section we first describe the VAR and

the identification of the two shocks, and then discuss our parameter estimates.

4.1 VAR Specification and Identification

The specification of our VAR and the assumptions for identifying structural shocks are

in most respects the same as those of Altig, Christiano, Eichenbaum, and Linde (2002),

and the reader is referred to that paper. Nine variables are included in the VAR: the first

difference of log labor productivity, inflation, log manufacturing capacity utilization, the

log labor share, log hours per person, the log nominal consumption-to-output ratio, the

log nominal investment-to-output ratio, the nominal funds rate, and (linearly detrended)

log M2 velocity. Labor productivity, the labor share, and hours are the BLS measures for

the nonfarm business sector, where the labor share is computed as output per hour times

the deflator for nonfarm business output divided by compensation per hour.5 Inflation is

computed using the GDP deflator. Population is the civilian population age 16 and over.

The consumption-to-output ratio is computed as the share of nominal personal consumption

of nondurables and services plus nominal government consumption expenditures in nominal

GDP. Similarly, the investment-to-output ratio is computed as the share of nominal personal

durable goods expenditures plus gross nominal private investment plus nominal government

investment expenditures in nominal GDP.6

Letting Yt denote the vector of variables in the VAR, and vt log M2 velocity, we view

the data in the VAR as corresponding, up to constants, to the model variables

Yt = [∆(ym,t − lt), πm,t, ut, ym,t − lt − wt, lt, ct + pc,t − ym,t, it + pi,t − ym,t, rt, vt]′,

where lower case letters denote logs of the model variables. We estimate the VAR over the

sample 1960q1 to 2001q4, including four lags of each variable.
5By contrast, Altig et al. (2002) and Gaĺı, López-Salido, and Vallés (2003) compute labor productivity

by dividing real GDP by total hours in the nonfarm business sector, which is problematic because of the

trending share of real nonfarm business output in real GDP.
6We compute these ratios as shares of GDP, instead of as shares of nonfarm business output because

some consumption of goods and services are not produced by the nonfarm business sector. However, this

introduces a minor inconsistency in the VAR impulse responses of output, consumption, and investment

presented in Figures 1 and 2. The latter two are constructed by adding the responses of the respective log

ratios to the response of nonfarm business output.
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Following a number of other recent studies, we are interested in identifying two struc-

tural shocks, a permanent shock to the level of technology (in terms of our model, in the

intermediate goods sector), and a transitory shock to the funds rate. To identify these

shocks, we use one long-run and two short-run identifying restrictions. The short-run iden-

tifying restrictions are the usual ones, that the second-to-last and the last variable in the

VAR (the funds rate and velocity) are Wold-causal for the preceding variables. Writing the

structural form of the VAR as

A0Yt = constant + A(L)Yt−1 + εt, (17)

the short-run assumptions imply that the last two columns of the contemporaneous mul-

tiplier matrix A0 have all zeros above the main diagonal. The eighth element of εt is

identified as the funds rate shock. The long-run identifying restriction is the one proposed

by Gaĺı (1999) and further explored in Francis and Ramey (2002) and Altig et al. (2002),

that permanent shocks to technology are the only shocks to have a permanent effect on

labor productivity. Using this assumption, we identify the first element of εt as the tech-

nology shock.7 This implies that the first row of the matrix of long-run (cumulative) effects

of εt on Yt, (I − A(1))−1A−1
0 , consists of zeros except for the first element.

In order to estimate the VAR in structural form, we need a further set of assumptions to

just-identify the elements of A0. We follow Altig et al. (2002) in assuming that the submatrix

consisting of columns 2-7 and rows 2-7 of A0 is lower triangular. This assumption is without

loss of generality as we do not attach any structural interpretation to elements 2 through

7 of εt. With these assumptions, we estimate the first equation of the structural VAR

imposing the long-run restrictions in the manner of Shapiro and Watson (1988) by including

contemporaneous and lagged variables of elements 2 through 7 of Yt in first-differenced

form. To control for simultaneity, we estimate the equation by 2SLS, using a constant and

Yt−1, . . . , Yt−4 as first-stage regressors for elements 2 through 7 of Yt. We then sequentially

estimate equations 2 through 7 by IV, using the residuals from the previous regressions as

instruments for contemporaneous variables. Equations 8 and 9 can be estimated by OLS

by virtue of our short-run identifying assumptions.

The solid lines in the panels of Figure 1 show the impulse responses to a permanent

technology shock, scaled such that the long-run response of output, its components, and the
7Other shocks, including those to investment goods sector productivity and the tax rate on capital income,

can affect the level labor productivity in the long run. See, for example, Fisher (2002).
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real wage are equal to 1. We omit the responses of velocity, as money does not appear in our

model, and instead show those of labor productivity.8 The dashed-dotted lines present one-

standard deviation bands around the impulse responses, computed by bootstrap methods.9

Our results resemble those in Altig et al. (2002). As those authors discuss at length, a

controversial result from the VAR is that hours rise in response to a positive technology

shock. This finding contrasts to those of Gaĺı (1999) and Basu, Fernald, and Kimball (1998),

who find that a technology shock induces a decline in hours that lasts for a few quarters.

Altig et al. provide evidence that one explanation for the difference between their findings

and those of Gaĺı is that in their VAR log per capita hours enter in levels, instead of in first

differences. Because our model implies that per capita hours are stationary, we prefer to

specify the VAR with per capita hours in levels. The responses shown by the solid lines in

Figure 1 are similar to those shown in Altig et al. Figure 2 shows the impulse responses of

the variables to a funds rate shock. The estimated responses of output and its components,

labor productivity, the real wage, and inflation to a funds rate shock are consistent with

many other studies on the effects of monetary policy, and are very similar to those presented

in Altig et al.

4.2 Parameter Estimates

With the VAR impulse responses to a funds rate shock and a technology shock in hand,

we proceed to estimate 14 parameters of our model. The decision as to which parameters

to estimate and which ones to calibrate is (loosely) based on how informative the impulse

responses are for the parameters. We calibrate those parameters, such as steady-state

growth rates, that have little effect on the dynamic responses to shocks. The remaining

parameters are estimated by minimizing the squared deviations of the responses of eight

variables (ym,t, ct, it, lt, ut, wt, πm,t, rt) to the two identified shocks implied by the model

from those implied by the VAR. For the technology shock we use the responses in quarters

0 through 20 following the shock; for the funds rate shock, we use the responses in quarters 1
8Our reason for including velocity in the VAR is to facilitate comparison of our VAR with that of Altig

et al. (2002), who include velocity.
9To prevent the standard error bands from diverging over time, we discard those draws for which the

implied reduced-form VAR was estimated to be unstable. Specifically, we discard those draws for which the

largest eigenvalue of the coefficient matrix in the reduced form, written in companion form, exceeds .995,

which is the case for about 15 percent of all draws.
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through 20, since the responses in the quarter of the shock are determined by the identifying

assumption. (The impulse responses for the eight variables following the two identified

shocks, recive equal weights in our estimation.)

The growth, depreciation, inflation, and interest rates shown in Table 2 and the rate of

time preference β are expressed at annual rate. The calibrated model parameters are shown

in the upper panel. The endowment L̄ is normalized to 1. The value α = .3 is consistent

with an average labor share in the nonfarm business sector over 1952q1 to 2000q4 of .64

under the assumption of a 10 percent markup in intermediate goods markets (which is a

bit lower than our markup estimate, see below). The value of δ is compatible with our use

of a comprehensive measure of capital including residential and nonresidential structures.

The gross growth rate Γm in the intermediate goods sector is unobserved, and hence we

normalize it to 1. The growth rates Γc and Γi are based on the average growth rates of

our consumption and investment aggregates over the period 1960q1 to 2001q4, which are

3.1 percent and 5.7 percent respectively. The steady-state inflation rate in one sector has to

be calibrated; given our assumptions about growth rates in the various sectors, the inflation

rate in one sector determines the inflation rates in the others, as well as wage inflation. We

choose to calibrate inflation in the consumption sector to 2 percent at an annual rate.

The estimated parameters are shown in the middle panel of the table, with standard

errors in parentheses. Standard errors are computed using the Jacobian matrix from the

numerical optimization routine and the empirical estimate of the covariance matrix of the

impulse responses from the bootstrap. The coefficients of the model are generally estimated

with good precision.

One feature of both sets of impulse responses is that real investment, hours, and uti-

lization display prolonged hump-shaped responses to the shocks. Consumption follows a

similar pattern in the response to the monetary policy shock, but monotonically rises to its

new level in response to the technology shock. In the case of a permanent technology shock,

Rotemberg and Woodford (1996) demonstrated that DGE models without intrinsic inertia

will not display such hump-shaped patterns; instead, these variables jump on impact and

adjust monotonically to their new steady-state values.

Not surprisingly, in estimating the model, we find a significant role for inertia in con-

sumption (in the form of habit persistence) and in investment (in the form of adjustment

costs) is needed to match these moments. Our estimate of the habit parameter η is close to
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Table 1: Structural Parameter Estimates

Preferences Technology Growth Prices Policy

Calibrated β .97 α .3 Γ̄m 1 Π̄c 1.02

L̄ 1 δ .10 Γ̄i 1.06

Γ̄c 1.03

Estimated σ 2.79 θ 5.41 χp,1 26.45 φr .78

(.49) (1.46) (11.16) (.01)

ζ 2.43 ρ 4.00 χp,2 .002 φπ .49

(5.16) (1.83) (1.24) (.04)

η .64 Ψ
′′
(1)/Ψ

′
(1) .77 χw,1 148 φu .005

(.02) (.07) (24.01) (.002)

χi 1.75 χw,2 133

(.30) (24.98)

the value estimated by Boldrin, Christiano, and Fisher (2001), Smets and Wouters (2002),

and Christiano, Eichenbaum, and Evans (2003), but smaller than the estimate reported in

Fuhrer (2000). Our estimate of χi, the adjustment cost parameter in investment, is smaller

than the value of 3.60 reported in Christiano et al., or 6.77 reported in Smets and Wouters.

Still, this degree of inertia in investment is sufficient to deliver the distinctive hump-shaped

response of investment seen implied by the data.

A second noteworthy feature of the impulse responses is the difference of the impulse

responses of inflation to the two shocks. Interestingly, in response to the technology shock

inflation drops on impact and then returns to steady state relatively quickly. This pattern

is inconsistent with a high degree of intrinsic inflation inertia, as discussed in the following

section. The response of inflation to the monetary policy shock is gradual and persistent,

suggesting inflation inertia or some other deviation from standard price-setting models.

For the price equation, our estimates imply no intrinsic inflation inertia with the esti-

mated value of χp,2 being near zero, reflecting the response to the technology shock. In

contrast, we find evidence of intrinsic nominal wage inflation inertia, as evidenced by the

estimated value of χw,2 exceeding 100 with an estimated standard error of about 25. We

return to a detailed analysis of the estimates of the wage and price equations in the following

section.

Rounding out the remainder of the estimates, we find a value of the intertemporal
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elasticity of substitution in consumption (equal to the inverse of σ) well below unity, broadly

consistent with results in the literature.10 The estimated aggregate labor supply elasticity,

based on our estimate of ζ, is above 4, higher than micro-based studies but consistent

with other macro-based estimates. The values of θ and ρ imply steady-state markups in

intermediate goods and labor markets of 23 percent and 33 percent, respectively. Our

estimate of the elasticity of the utilization cost function Ψ
′′
(1)/Ψ

′
(1) implies greater costs

from variations in capital utilization than the estimates of Christiano et al. (2001), Altig et

al. (2002), or Smets and Wouters (2002) do, although some of the difference between our

estimate and others may be due to alternative formulations of utilization costs used in those

studies. Our estimates of the parameters of the monetary policy rule, φr, φπ, and φu, are

broadly consistent with the findings of many other studies that estimate monetary policy

reaction functions, such as that of Clarida, Gaĺı, and Gertler (2000).

The dashed lines in Figure 1 present the impulse responses implied by the model un-

der our parametrization to a permanent unanticipated increase in technology that raises

ym,t, ct, it, lt, and wt in the long run by one percent. Figure 2 shows the responses to a one

percentage point shock to the funds rate, computed under the assumption that no other

variable can respond contemporaneously to this shock. The model matches the responses to

the technology shock very well across the board. Compared to the VAR impulse responses,

the model impulse responses to a funds rate shock of ym,t, ct, it, lt, and πm,t are of approxi-

mately same magnitude, but appear to be front-loaded, in that the VAR impulse responses

reach their trough several quarters after the model responses.

5 Wage and Price Inertia

In this section, we take a closer look at the estimates of the price and wage equations and

compare our results to others in the literature. One advantage of the polynomial adjustment

cost model is that it nests the standard quadratic adjustment cost model as a special case.

For example, in the case of prices, the restriction χp,2 = 0 yields the quadratic adjustment

cost model which is closely related to the Calvo model. A second advantage is that one can
10We should note that our low estimate of the intertemporal elasticity of substitution, combined with our

values for β and Γc, imply the so-called “risk-free rate puzzle,” that is, they result in a very high steady-

state real interest rate (R̄/Π̄c) of about 12 percent at annual rate (and a correspondingly low steady-state

capital-output ratio).
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express the resulting price and wage equations in terms of leads and lags of the dependent

variables and the contemporaneous driving variable.

The point estimates for the adjustment cost parameters for price and wage setting,

together with the other parameters of our model, yield the following coefficients in the log-

linearized price and wage inflation equations (see the Appendix for details on the derivation):

πm,t = .000πm,t−1 + .979Etπm,t+1 − .000Etπm,t+2 + .163mcm,t,

πw,t = .244πw,t−1 + .984Etπw,t+1 − .234Etπw,t+2 + .004(mrst − wt),

where mcm,t is log relative marginal cost, mrst is the log of the marginal rate of substitution,

and wt is the real wage rate.

Our estimate of the pace of price adjustment is close to those of other studies, as

indicated by the relative magnitude of the coefficient on the driving variable, real marginal

cost. Translated into terms equivalent to Calvo contracts, our estimates indicate a mean

duration of price contracts of only about 2 quarters. The implied estimate of price contract

duration is almost the same as that of Chistiano, Eichenbaum, and Evans (2003) who

estimate a 2-1/2 quarter mean duration and about half that of Gaĺı and Gertler (1999) who

find a mean price contract duration of about one year.11 Our estimate is also consistent

with Blinder’s (1994) survey evidence suggesting a three-quarter duration, as well as other

survey evidence reported in Taylor (1999).

We find that wages are far more sluggish than prices with an implied mean contract

duration of about 3-1/2 years.12 Our estimate of the degree of wage inertia is considerably

higher than that of Altig, Christiano, Eichenbaum, and Linde (2002), who estimate about

a three quarter mean duration of nominal wages; however, based on the technology shock

alone, they find even longer wage contract duration that we do. Our estimate is also well

above that implied by direct evidence on wage behavior which suggests average contract

durations of one year or shorter (see Taylor 1999). The evidence on contract duration

in Europe differs considerably from that in the United States. Smets and Wouters (2002),
11Our estimation methodology is very similar to that of Christiano et al. (2003). The differences in our

estimates reflect differences in the estimated VAR and differences in the weighting of the impulse responses

in the distance measure we are minimizaing. Christiano et al. weight the impulse responses by the inverse

of their standard errors, while we apply equal weights.
12Brayton, Levin, Tryon, and Williams (1997) also find that wages are very sluggish in the Federal Reserve

Board’s estimated macro model that uses a more general form of the polynomial adjustment cost model than

that employed here.
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using European data, get the opposite result to ours: they find mean price contract duration

of over 2-1/2 years and mean wage contract duration of only one year.

In order to compare our estimates of inertia in the rate of change of prices and wages to

those from other studies, it is useful to map our parameter coefficients into implied reduced-

form coefficients on lagged inflation. Because the polynomial adjustment cost specification—

in contrast to the variations of Calvo price setting developed in Gaĺı and Gertler (1999)

and Smets and Wouters (2002)—involves two leads of inflation, the degree of inertia is no

longer equal to the coefficient on the first lag of inflation in the estimated equation. Instead,

the degree of inertia is obtained by solving the price and wage inflation equations for the

reduced form, and computing the resulting coefficient on the lagged inflation rate.

Our estimates indicate the lack of any inertia in price inflation, a somewhat stronger

finding against inflation inertia than that assumed or estimated in the recent literature.

It is worth emphasizing that this result is driven entirely by the behavior of inflation in

response to the technology shock. If the model were estimated based primarily on the

impulse response to the monetary policy shock, the point estimates suggest modest degree

of inflation inertia in line with other estimates in the literature mentioned below, but the

implications of incorporating such a degree of inflation inertia for the impulse responses of

the two shocks are relatively modest.

Ireland (2001) reaches the same conclusion of no intrinsic inflation inertia in an estimated

model with polynomial adjustment costs in setting prices. Gaĺı and Gertler (1999) and

Sbordone (2002) find that, conditional on a correctly specified driving process of marginal

costs, price inflation exhibits a modest amount of intrinsic inertia. In particular, Gaĺı and

Gertler estimate a similar price equation on U.S. data and find a lagged inflation coefficient

of between 0.08 and 0.38. Gaĺı, Gertler, and Lopez-Salido (2001) obtain similar results

using European data, with estimates of the coefficient on lagged inflation ranging between

0.02 and 0.27. Smets and Wouters (2002) estimate their model on Euro-area data and

find about 40 percent price indexation, which translates into a coefficient of about 0.28 on

lagged inflation in the price inflation equation. Christiano et al. (2003) assume that all

non-adjusted prices and wages are indexed to past inflation, implying a coefficient of 0.5

on lagged inflation.13 It is worth noting that other estimated similar models, that use the
13The price contracting model of Fuhrer and Moore (1995) also possesses, to a first approximation, this

property.

19



output or unemployment gap as the driving variables, tend to imply substantially more

intrinsic inflation inertia than we do (for examples see Orphanides and Williams, 2002, and

Rudebusch, 2002).

Based on our estimates, the persistent responses of inflation to monetary policy and

technology shocks is explained by the persistence in wages owing in part to the high degree

of estimated wage inertia. In addition to sluggish adjustment of the level of the wage,

we find evidence of wage inflation inertia, in contradiction to standard wage contracting

models. Our estimates imply 32 percent wage indexation. This finding is less than that of

Smets and Wouters (2002), who estimate, based on Euro-area data, about 66 percent wage

indexation. As in the case of prices, Christiano et al. (2001) assume that all non-adjusted

prices and wages are indexed to past inflation.

Interestingly, the presence of sticky nominal wages improves the model’s fit to the im-

pulse responses of not only wages and prices, but also real variables. The dashed-dotted

lines in Figures 3 and 4 show the response using the estimated model but imposing flexible

nominal wages. The deterioration in fit relative to the baseline estimated model, shown by

the dash-dotted lines for comparison, is striking. By damping and slowing the responses of

real wages to shocks, wage inertia acts as a propagation mechanism for the real side of the

economy, with the peak responses of hours and utilization greater than would be the case

under sticky wages.

Note also that the marginal effect of nominal wage inflation inertia is relatively small.

The thin solid line shows the responses with sticky wages but no wage inflation inertia (that

is, with χw,2 = 0 imposed). Thus, in terms of the impulse responses what is crucial is the

presence of sticky wages, and not necessarily sticky wage inflation. Our finding that nominal

wage rigidity is crucial for understanding the dynamic responses to shocks confirms that

of Christiano et al. (2003). However, unlike Christiano et al., who assume full indexation

of wages and prices, we find that indexation is relatively unimportant for explaining the

responses to shocks.

6 Conclusion

The nature of nominal inertia is a crucial issue of monetary policy. Much of the past

research in this area has focused on the degree of inflation inertia relative to the sticky-
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price benchmark of Calvo (1983). We reexamine the issue of intrinsic inflation inertia in the

context of identified shocks to technology and monetary policy from a VAR. We find that

inflation shows no signs of inertia in response to a technology shock. We then estimate a

micro-founded dynamic general equilibrium model using a flexible specification that nests

the standard sticky-wage and sticky-price models but allows for inertia in both wage and

price inflation. Consistent with the evidence from the impulse response to the technology

shock, we find no evidence of intrinsic inertia in price inflation. Our findings provide some

additional support for the standard sticky-price model, as long as it is specified in terms of

marginal costs, consistent with the findings of Gaĺı and Gertler (1999) and others.

We have focussed on the responses to shocks to technology because they are arguably

least contaminated by misspecification of monetary policy and other macroeconomic rela-

tionships captured in the VAR. That said, shocks to technology represent a relatively small

portion of aggregate fluctuations, so one must treat these results with caution. Further

progress is needed in clearly identifying the responses of price and wage inflation to other

shocks to supply and demand.

According to our estimated model, the persistence in inflation seen in the data is driven

in the model by persistent movements in marginal costs resulting from highly inertial nom-

inal wages. This extreme sluggishness in aggregate wages conflicts with microeconomic

evidence that wages adjust at an annual frequency or more often. This discrepancy be-

tween theory and evidence suggests a fruitful avenue for future research is the development

and estimation of richer models of wage determination.
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Figure 1: VAR and Model Impulse Responses to a Technology Shock
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Notes: The solid lines show the impulse responses implied by the VAR to an identified

technology shock that in the long-run raises output and its components by one percent.

The dashed lines show the impulse responses implied by the model to a permanent one-

percent shock to technology in sector m. The dashed-dotted lines are one standard error

confidence intervals around the VAR responses.
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Figure 2: VAR and Model Impulse Responses to a Funds Rate Shock
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Notes: The solid lines show the impulse responses implied by the VAR following a one

percent funds rate shock. The dashed lines show the impulse responses implied by the

model to the same shock under the assumption that the contemporaneous response of all

variables other than the funds rate is zero. The dashed-dotted lines are one standard error

confidence intervals around the VAR responses.
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Figure 3: VAR and Model Impulse Responses to a Technology Shock
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Notes: The thick solid lines show the impulse responses implied by the VAR to an identified

technology shock that in the long-run raises output and its components one percent. The

dashed lines show the impulse responses implied by the model to a permanent one-percent

shock to technology in sector m. The dashed-dotted lines show the model responses with

flexible wages (χw,1 = χw,2 = 0). The thin solid lines show the model responses with sticky

wages but no intrinsic wage inflation inertia (χw,2 = 0).
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Figure 4: VAR and Model Impulse Responses to a Funds Rate Shock
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Notes: The thick solid lines show the impulse responses implied by the VAR following a one

percent funds rate shock. The dashed lines show the impulse responses implied by the model

to the same shock under the assumption that the contemporaneous response of all variables

other than the funds rate is zero. The dashed-dotted lines show the model responses with

flexible wages (χw,1 = χw,2 = 0). The thin solid lines show the model responses with sticky

wages but no intrinsic wage inflation inertia (χw,2 = 0).
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Appendix

In this appendix, we derive and log-linearize the first-order conditions and describe the

normalization of variables along the balanced growth path.

First-order Conditions

The consumption and capital goods producing firms’ cost minimization problems (equa-

tion 7 for s = c and i) yield demand functions from each final-good producing sector for

each of the intermediate goods:

Ym,c,t(j) =

(
Pm,t(j)
Pm,t

)−θ
Yc,t

A1−α
c,t

and Ym,i,t(j) =

(
Pm,t(j)
Pm,t

)−θ
Yi,t

A1−α
i,t

(18)

where the variable Pm,t, which has the interpretation of being the competitive price for the

cost-minimizing bundle of materials goods, is defined:

Pm,t =
(∫ 1

0
(Pm,t(j))

1−θ dj

) 1
1−θ

. (19)

The demand functions in equation (18) imply an economy-wide demand for each interme-

diate good of:

Ym,t(j) = Ym,c,t(j) + Ym,i,t(j) =

(
Pm,t(j)
Pm,t

)−θ (
Yc,t

A1−α
c,t

+
Yi,t

A1−α
i,t

)
. (20)

In the symmetric equilibria that we consider (that is, where Pm,t(j) = Pm,t for all j) this

demand function simplifies to:

Ym,t(j) =

(
Yc,t

A1−α
c,t

+
Yi,t

A1−α
i,t

)
. (21)

The competitive prices of consumption and capital goods are:

Pc,t = Pm,tA
−(1−α)
c,t and Pi,t = Pm,tA

−(1−α)
i,t . (22)

The capitalists profit-maximization problem (equation 13) yields the following first-order

conditions:

Pi,tIt = exp

[
−χi

2

(
It

It−1
−Γi

)2
](

1−χi
It

It−1

(
It

It−1
−Γi

))
Qk,tIt

+ βEt

[
Λc,t+1/Pc,t+1

Λc,t/Pc,t
exp

[
−χi

2

(
It+1

It
−Γi

)2
]

χi
It+1

It

(
It+1

It
−Γi

)
Qk,t+1It+1

]
(23)

Qk,t = βEt

[
Λc,t+1/Pc,t+1

Λc,t/Pc,t
(((1 − δ) Qk,t+1 + Rk,t+1))

]
(24)
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The household’s utility-maximization problem (equation 15) yields an Euler equation

and labor supply schedules. In a symmetric equilibrium, all households make the same

consumption and wage decisions. Hence the index i is dropped in the following. Letting

Λc,t denote the marginal utility of consumption we define

Λc,t =(Ct−ηCt−1)
−σ(L̄−Lt

)ζ(1−σ)−Etβη
[
(Ct+1−ηCt)

−σ(L̄−Lt+1
)ζ(1−σ)

]
. (25)

Letting Λl,t denote the marginal disutility of labor supply we define

Λl,t =ζ (Ct−ηCt−1)
(1−σ) (L̄−Lt

)ζ(1−σ)−1
. (26)

This allows us to write the Euler equation as

Λc,t

Pc,t
= βRtEt

[
Λc,t+1

Pc,t+1

]
(27)

and the labor supply curve as:

Λl,t

Λc,t
Ltρ = (ρ−1)

Wt

Pc,t
Lt+

(
χw,1 (Πw,t−Πw)Πw,t+χw,2

(
Πw,t

Πw,t−1
−1

)
Πw,t

Πw,t−1

)
Ct

− βEt

[
Λc,t+1

Λc,t

(
χw,1 (Πw,t+1−Πw)Πw,t+1+2χw,2

(
Πw,t+1

Πw,t
−1

)
Πw,t+1

Πw,t

)
Ct+1

]

+ β2Et

[
Λc,t+2

Λc,t+1

Λc,t+1

Λc,t

(
χw,2

(
Πw,t+2

Πw,t+1
−1

)
Πw,t+2

Πw,t+1

)
Ct+2

]
(28)

The first step of the intermediate-good producing firm’s cost-minimization problem

equation (9) implies an economy-wide demand schedule for type i labor of:

Lt(i) =
∫ 1

0
Lt(i, j)dj =

(
Wt(j)
Wt

)−ρ ∫ 1

0
Lt(j)dj =

(
Wt(j)
Wt

)−ρ

Lt. (29)

In the symmetric equilibrium this equation implies that Lt(i) = Lt for all i. The second step

of the intermediate-good producing firm’s cost-minimization problem equation (11) implies

the following first-order conditions:

α
(KtUt)

α (Am,tLt)
1−α

Kt
=

Rk,t

MCm,t
+ Ψ (Ut) (Ai,t)−(1−α) (30)

(1 − α)
(KtUt)

α (Am,tLt)
1−α

Lt
=

Wt

MCm,t
(31)

α
(KtUt)

α (Am,tLt)
1−α

KtUt
= Ψ′ (Ut) (Ai,t)−(1−α) (32)

(KtUt)
α (Am,tLt)

1−α = Ym,t + KtΨ (Ut) (Ai,t)−(1−α). (33)
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Together these equation imply capital and labor factor demand schedules, an expression for

optimal utilization and a marginal cost schedule. The intermediate-good producing firm’s

profit-maximization problem equation (12) implies a price Phillips curve of:

MCm,tYm,tθ = (θ−1)Pm,tYm,t+

(
χp,1 (Πm,t−Πm) Πm,t+χp,2

(
Πm,t

Πm,t−1
−1

)
Πm,t

Πm,t−1

)
Pm,tYm,t

− βEt

[
Λc,t+1/Pc,t+1

Λc,t/Pc,t

(
χp,1 (Πm,t+1−Πm)Πm,t+1+2χp,2

(
Πm,t+1

Πm,t
−1

)
Πm,t+1

Πm,t

)
Pm,t+1Ym,t+1

]

+ β2Et

[
Λc,t+2/Pc,t+2

Λc,t+1/Pc,t+1

Λc,t+1/Pc,t+1

Λc,t/Pc,t

(
χp,2

(
Πm,t+2

Πm,t+1
−1

)
Πm,t+2

Πm,t+1

)
Pm,t+2Ym,t+2

]
. (34)

Balanced Growth

The first step required in specifying the first-order conditions in terms of stationary variables

only is to determine the rates of growth of the non-stationary variables. From equation (2)

we know that in the steady state:

ln Γm = (1 − α) ln Γa,m + α ln Γi (35)

where Γ̄m is the steady-state growth rate of materials goods production, while Γ̄a,m is

the steady-state growth rate of technology in the materials production function. Γ̄i is the

steady-state growth rate of investment goods production, which is defined from equation (1)

for s = i as:

ln Γi = (1 − α) ln Γa,i + ln Γa,m (36)

while Γ̄c is the steady-state growth rate of consumption goods production, which is defined

from equation (1) for s = c as:

ln Γc = (1 − α) ln Γa,c + ln Γm. (37)

Equations (35) and (36), can be solved simultaneously to yield

ln Γm = ln Γa,m + α ln Γa,i and (38)

ln Γa,i = ln Γa,m + lnΓa,i, (39)

which then allows us to re-write equation (37):

ln Γc = ln Γa,m + α ln Γa,i + (1 − α) ln Γa,c. (40)
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Equations (38) to (40) imply that the following renormalized product market quantity

variables are stationary:

Ỹm,t =
Ym,t

Am,tAα
i,t

, Ỹi,t =
Yi,t

Am,tAi,t
, Ỹc,t=

Yc,t

Am,tAα
i,tA

1−α
c,t

, Ĩt =
It

Am,tAi,t
, and C̃t =

Ct

Am,tAα
i,tA

1−α
c,t

.

(41)

In factor markets, labor input Lt is stationary without any renormalization. Capital is

rendered stationary by the following renormalization:

K̃t =
Kt

Am,tAi,t
. (42)

This normalization implies that while the unnormalized t + 1 capital stock Kt+1 is known

in period t, the normalized t + 1 capital stock K̃t+1 is not known until Am,t+1 and Ai,t+1

are realized in period t + 1. From the equations in (19) and (22) we know that in steady

state

ln Πm(j) = ln Πm, ln Πc = ln Πm − (1 − α) ln Γa,c, and ln Πk = ln Πm − (1 − α) ln Γa,i (43)

where Πm is the steady-state aggregate inflation rate in the materials good sector, Πm(j)

is the steady-state inflation rate for the jth materials goods, and Πc and Πi are the steady-

state inflation rates for consumption and capital goods prices. These conditions imply that

the following product price ratios are stationary:

P̃m,t(j) =
Pm,t(j)
Pm,t

, P̃c,t =
Pc,t

Pm,t
A1−α

c,t , P̃i,t =
Pi,t

Pm,t
A1−α

i,t , and Q̃t =
Qk,t

Pm,t
A1−α

i,t . (44)

The capitalists supply schedule, equation (24), implies that the steady-state nominal growth

rate of the rental rate on capital is equal to the steady-state capital price inflation rate (that

is, ln ΠRk
= ln Πi). The steady-state growth rate of nominal wages, can be inferred from

equation (28), which states that it is equal to

lnΠw(i) = ln Πw = ln Πm + ln Γa,m + α ln Γa,i. (45)

Consequently, the following real factor prices are also stationary:

W̃t(i) =
Wt(i)

Pm,tAm,tA
α
i,t

, W̃t =
Wt

Pm,tAm,tA
α
i,t

, and R̃k,t =
Rk,t

Pm,t
A1−α

i,t , (46)

while stationary marginal cost is

M̃Cm,t(j) =
MCm,t

Pm,t
(47)
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.

Finally it is worth noting from equation (25) that we can perform the following renor-

malization to make the marginal utility of consumption Λc,t stationary

Λ̃c,t =
Λc,t

A−σ
m,tA

−σα
i,t A

−σ(1−α)
c,t

. (48)

and while from equation (26) we can make the marginal utility of labor Λh,t stationary with:

Λ̃l,t =
Λh,t

A
(1−σ)
m,t A

(1−σ)α
i,t A

(1−σ)(1−α)
c,t

. (49)

First-Order Conditions (with Stationary Variables Only)

The consumption and capital goods producing firms’ cost minimization problems imply a

(stationary) economy-wide demand for each intermediate good of:

Ỹm,t(j) = Ỹc,t(j) + Ỹi,t(j) =
(
P̃m,t(j)

)−θ (
Ỹc,t + Ỹi,t

)
(50)

which in the symmetric equilibrium is:

Ỹm,t = Ỹm,t(j) = Ỹc,t(j) + Ỹi,t(j) = Ỹc,t + Ỹi,t. (51)

The stationary relative prices of the consumption and capital goods are:

P̃c,t = 1 and P̃i,t = 1. (52)

The capitalists profit-maximization problem (equation 13) yields the following (station-

ary) first-order conditions:

Ĩt = exp

−χi

2

(
Ĩt

Ĩt−1

Γi,t−Γi

)2
(1−χi

Ĩt

Ĩt−1

Γi,t

(
Ĩt

Ĩt−1

Γi,t−Γi

))
Q̃k,t

P̃i,t

Ĩt

+ βEt

 Λ̃c,t+1

Λ̃c,t

Πi,t+1

Πc,t+1
(Γc,t+1)

−σ exp

−χi

2

(
Ĩt+1

Ĩt

Γi,t−Γi

)2


×χi
Ĩt+1

Ĩt

Γi,t+1

(
Ĩt+1

Ĩt

Γi,t+1−Γi

)
Q̃k,t+1

P̃i,t+1

Γi,t+1Ĩt+1

]
(53)

Q̃k,t

P̃i,t

= βEt

[
Λ̃c,t+1

Λ̃c,t

Πi,t+1

Πc,t+1
(Γc,t+1)

−σ

(
(1 − δ)

Q̃k,t+1

P̃i,t+1

+
R̃k,t+1

P̃i,t+1

)]
(54)

The stationary version of the capital evolution equation is:

Γi,t+1K̃t+1 = (1 − δ) K̃t + Ĩt (55)

34



The Euler equation and labor supply schedule (equations 27 and 28) from the households

utility-maximization problem is:

Λ̃c,t = βEt

[(
Rt

Πc,t+1
(Γc,t+1)

−σ Λ̃c,t+1

)]
(56)

and the labor supply curve as:

Λ̃l,t

Λ̃c,t

Ltρ=(ρ−1)
W̃t

P̃c,t

Lt+

(
χw,1 (Πw,t − Πw) Πw,t+χw,2

(
Πw,t

Πw,t−1
−1

)
Πw,t

Πw,t−1

)
C̃t

−βEt

[
Λ̃c,t+1

Λ̃c,t

(Γc,t+1)
−σ

(
χw,1 (Πw,t+1−Πw)Πw,t+1+2χw,2

(
Πw,t+1

Πw,t
−1

)
Πw,t+1

Πw,t

)
Γc,t+1C̃t+1

]

+β2Et

[
Λ̃c,t+2

Λ̃c,t+1

Λ̃c,t+1

Λ̃c,t

(Γc,t+2Γc,t+1)
−σ

(
χw,2

(
Πw,t+2

Πw,t+1
−1

)
Πw,t+2

Πw,t+1

)
Γc,t+2Γc,t+1C̃t+2

]
(57)

where the stationary marginal utility of consumption Λ̃c,t is:

Λ̃c,t =

(
C̃t−η

C̃t−1

Γc,t

)−σ(
L̄−Lt

)ζ(1−σ)−Etβη

Γ−σ
c,t+1

(
C̃t+1−η

C̃t

Γc,t+1

)−σ(
L̄−Lt+1

)ζ(1−σ)

 (58)

while the stationary marginal disutility of labor supply Λ̃l,t is:

Λ̃l,t =ζ

(
C̃t−η

C̃t−1

Γc,t

)(1−σ) (
L̄−Lt

)ζ(1−σ)−1
. (59)

The stationary first-order conditions from the second step of intermediate-good produc-

ing firm’s cost-minimization problem (equations 30 to 33) are

α

(
K̃tUt

)α
(Lt)

1−α

K̃t

=
R̃k,t

M̃Cm,t

+ Ψ (Ut) (60)

(1 − α)

(
K̃tUt

)α
(Lt)1−α

Lt
=

W̃t

M̃Cm,t

(61)

α

(
K̃tUt

)α
(Lt)

1−α

K̃tUt

= Ψ′ (Ut) (62)(
K̃tUt

)α
(Lt)

1−α = M̃t + K̃tΨ (Ut) . (63)

The stationary Phillips curve from the intermediate-good producing firm’s profit-maximization

problem :

M̃Cm,tỸm,tθ=(θ−1)Ỹm,t+

(
χp,1 (Πm,t−Πm)Πm,t+χp,2

(
Πm,t

Πm,t−1
−1

)
Πm,t

Πm,t−1

)
Ỹm,t
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−βEt

[
Λ̃c,t+1

Λ̃c,t

Πm,t+1

Πc,t+1
(Γc,t+1)−σ

(
χp,1 (Πm,t+1−Πm)Πm,t+1+2χp,2

(
Πm,t+1

Πm,t
−1

)
Πm,t+1

Πm,t

)
Γm,t+1Ỹm,t+1

]

+β2Et

[
Λ̃c,t+2

Λ̃c,t+1

Λ̃c,t+1

Λ̃c,t

Πm,t+1

Πc,t+1

Πm,t+2

Πc,t+2
(Γc,t+2Γc,t+1)

−σ

(
χp,2

(
Πm,t+2

Πm,t+1
−1

)
Πm,t+2

Πm,t+1

)
Γm,t+1Γm,t+1Ỹm,t+2

]
.

(64)

Stationary and Symmetric Steady-state Equilibrium

The steady-state growth rates in the materials, capital, and consumption goods sectors are

given by

Γm = Γa,mΓα
a,i, Γi = Γa,mΓa,i, and Γc = Γa,mΓα

a,iΓ
1−α
a,c (65)

where the calibrated values of the growth rates Γa,m, Γa,i, and Γa,c are given in section 4.

The steady-state inflation rates of consumption and capital prices and of nominal wages are

given by:

Πc = ΠmΓ−(1−α)
a,c , Πi = ΠmΓ−(1−α)

a,i , and Πw = ΠmΓa,mΓα
a,i. (66)

The nominal interest rate is given by:

R =
1
β

Γσ
c Πc (67)

while the real interest rates relevant to consumers, capitalists, and material good producers

respectively are:

R

Πc
=

1
β

Γσ
c ,

R

Πi
=

1
β

Γσ
c

Πc

Πi
, and

R

Πm
=

1
β

Γσ
c

Πc

Πm
(68)

The steady-state values of the relative prices of consumption, and uninstalled and installed

capital goods (that is, P̃c,t, P̃i,t, and Q̃t) are unity. The steady-state values of real marginal

cost, the real rental rate, and the real wage are:

M̃Cm =
θ − 1

θ
(69)

R̃k =
1
β

Γσ
c

Πc

Πi
− (1 − δ)=

R

Πi
− (1 − δ) (70)

W̃ = (1 − α)
(

θ − 1
θ

) 1
1−α

(
α

R
Πi

− (1 − δ)

) α
1−α

(71)

The steady-state ratios L

Ỹm
, K̃

Ỹm
, Ĩ

Ỹm
= Ỹi

Ỹm
, and C̃

Ỹm
= Ỹc

Ỹm
:

L

Ỹm

=
(

1 − α

α

)α
(

R̃k

W̃

)α

(72)

36



K̃

Ỹm

=
(

α

1 − α

)1−α
(

W̃

R̃k

)1−α

(73)

Ĩ

Ỹm

=
Ỹk

Ỹm

=(Γi − (1 − δ))
(

α

1 − α

)1−α
(

W̃

R̃k

)1−α

(74)

C̃

Ỹm

=
Ỹc

Ỹm

=1 − (Γi − (1 − δ))
(

α

1 − α

)1−α
(

W̃

R̃k

)1−α

(75)

The steady-state solution for materials output is:

Ỹm = L̄

(
L

Ỹm

+
ζ

1 − ηΠc/R
· C̃

M̃
· 1 − η

Γc

W̃
· ρ

ρ − 1

)−1

(76)

Log-Linearized First-order Conditions

The log-linearized versions of the final-good producing firms’ first-order conditions are:

pc,t = 0 and pk,t = 0. (77)

The demand function from the symmetric equilibrium is

ym,t =
Ỹc

Ỹc + Ỹi

yc,t +
Ỹi

Ỹc + Ỹi

yi,t (78)

where it can be shown that Ỹc

Ỹc+Ỹi
and Ỹi

Ỹc+Ỹi
are equal to the steady-state nominal shares

of consumption and capital goods output in total final goods output respectively. Market

clearing in the final goods markets imply that yc,t = ct and yi,t = it, together with the

equations in (77), allows us to write equation (78) more as a market clearing condition for

the materials sector, that is,

ym,t =
Ỹc

Ỹc + Ỹi

ct +
Ỹi

Ỹc + Ỹi

it (79)

The log-linearized versions of the capitalists first-order conditions (53) and (54) are:

(it + γi,t) +
ΓiΠi

R
it = it−1 +

ΓiΠi

R
(Etit+1 + Etγi,t+1) +

1
χiΓi

(qk,t − pi,t) (80)

Etrk,t+1−Etpi,t+1 =
R/Πi

R/Πi−(1−δ)
(rt−Etπi,t+1+qk,t−pi,t)− (1 − δ)

R/Πi−(1−δ)
(Etqk,t+1−Etpi,t+1)

(81)

The log-linearized version of the capital evolution equation is:

kt =
(

1 − δ

Γi

)
kt−1 +

(
Γi − 1 + δ

Γi

)
it−1 − γi,t (82)
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The log-linearized versions of the household’s Euler equation (equation 56) and labor supply

curve (equation 57) are:

λc,t = rt − Etπc,t+1 − σEtγc,t+1 + Etλc,t+1 (83)

and(
χw,1Πw

2+χw,2

(
1+2

ΓcΠc

R

))
πw,t = χw,2πw,t−1+

(
ΓcΠc

R

)(
χw,1Πw

2+χw,2

(
2+

ΓcΠc

R

))
Etπw,t+1

−
(
ΓcΠc

R

)2

χw,2Etπw,t+2+
W̃L

P̃cC̃
(ρ−1)(λl,t−λc,t−(wt−pc,t))

(84)

where:

λc,t =
1

1−ηΓcΠc/R

( −σ

1−η
(ct−ηct−1+ηγc,t)−ζ(1−σ)

L

L̄−L
lt

)
− ηΓcΠc/R

1−ηΓcΠc/R

(−σ

1−η
(Etct+1−ηct+ηEtγc,t+1)−ζ(1−σ)

L

L̄−L
Etlt+1−σEtγc,t+1

)
(85)

and

λl,t =
1 − σ

1 − η
(ct − ηct−1+ηγc,t) + (1 − ζ (1 − σ))

(
L

L̄ − L

)
lt. (86)

The material producing firms’ first-order conditions (equations to 60 to 64) can be log-

linearized and rearranged to yield labor and capital demand functions, as well as an equation

for the degree of utilization and an expression for marginal cost:

lt = ym,t − α

(
1 +

1 − α

Ψ′′(1)/Ψ′(1)

)
(wt − rk,t) , (87)

kt = ym,t + (1 − α)
(

1 +
1 − α

Ψ′′(1)/Ψ′(1)

)
(wt − rk,t) , (88)

ut =
1 − α

Ψ′′(1)/Ψ′(1)
(wt − rk,t) , (89)

mcm,t = (1 − α) wt + αrk,t (90)

and(
χp,1Πm

2+χp,2

(
1+2

ΓmΠm

R

))
πm,t = χp,2πm,t−1+

ΓmΠm

R

(
χp,1Πm

2+χp,2

(
2+

ΓmΠm

R

))
Etπm,t+1

−
(

ΓmΠm

R

)2

χp,2Etπm,t+2 + (θ − 1) mcm,t (91)

The log-linearized first-order conditions for the inflation rates of wages and materials

prices imply the following evolution for real wages:

Etwt+1 − wt + Etγa,m,t+1 + Etαγa,i,t+1 = Etπw,t+1 − Etπm,t+1 (92)

38



while the expected inflation rates for the consumption and capital good prices are given by:

Etπc,t+1 = Etπm,t+1 − (1 − α)Etγc,t+1 (93)

Etπi,t+1 = Etπm,t+1 − (1 − α)Etγi,t+1. (94)

It is worth emphasizing, to avoid confusion, that πc,t and πi,t represent the change in the

level of consumption and capital goods prices and not the change in the relative prices of

consumption and capital goods. Specifically, πc,t 6= pc,t − pc,t−1 and πi,t 6= pi,t − pi,t−1. In

the flexible wage and price version of our model equations (92), (93), and (94) are given by

Etπw,t+1 = Etwt+1 − wt + Etγa,m,t+1 + Etαγa,i,t+1 (95)

Etπc,t+1 = −(1 − α)Etγc,t+1 (96)

Etπi,t+1 = −(1 − α)Etγi,t+1 (97)

Finally, the deviations from steady-state of the growth rates of Ac,t and Ai,t,

γc,t = γa,m,t + αγa,i,t + (1 − α)γa,c,t

γi,t = γa,m,t + γa,i,t

For almost all variables in the model the title assigned to them it very similar to that

variable’s empirical concept. One exception is the variable Qk,t in the model, which is the

installed price of capital, rather than the ratio of the price of installed to uninstalled capital.

For this we introduce a variable Qtobin
t defined at Qk,t

Pi,t
so that in our log-linearized equations

it is the term qk,t − pi,t = qtobin
t that is the log-deviation of Tobin’s q from its steady-state

value of unity.
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