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1 Introduction

Policymakers and academic researchers are keenly interested in estimating the expectations and term premium components in long-term interest rates. Dynamic term structure models (DTSMs), which impose absence of arbitrage, are widely used for this purpose. The no-arbitrage assumption can be powerful if it creates a link between the cross-sectional variation of interest rates and their time-series variation, but it only does so if the risk adjustment is restricted. This paper provides an econometric framework for estimating DTSMs under restrictions on risk prices. The results show that making use of no-arbitrage in this way changes the implications for expectations and term premia.

Estimation of term premia amounts to estimation of expectations of future short-term interest rates. Doing so with only time-series information is extremely difficult, because the very high persistence of interest rates leads to large statistical uncertainty and small-sample bias. The no-arbitrage assumption in DTSMs can alleviate these problems. Because it requires that the cross section of interest rates reflects forecasts of future short rates, allowing for a risk adjustment, the cross-sectional information can potentially help to pin down the unobserved expectations. However, the risk adjustment loosens this connection between cross-sectional and dynamic properties. Absent any restrictions on the risk pricing, such as in a maximally-flexible model, the cross section provides no information at all for estimating the time-series parameters (Joslin et al., 2011)(henceforth JSZ). Notably, almost all existing DTSMs impose only few or no risk-price restrictions, and effectively make little use of no-arbitrage. Consequently, these DTSMs suffer from the same problems as time-series models, and typically imply implausibly fast mean reversion and puzzling term premium behavior (Bauer et al., 2012; Kim and Orphanides, 2012).

Choosing restrictions on the parameters that determine the risk adjustment is difficult for at least two reasons: First, model selection is complicated by the large number of possible restrictions. Even in a small model with only three risk factors, and focusing only on zero restrictions on risk-price parameters, there are $2^{12}$ models to choose from. Brute-force estimation of this amount of highly nonlinear models is at the very least inconvenient and in most cases infeasible. The second challenge is that the choice of restrictions entails model uncertainty, which is particularly problematic in the DTSM context. Equally plausible models, which differ only little in terms of risk-price restrictions, often reveal dramatically different short-rate expectations and term premia (Kim and Orphanides, 2012; Bauer and Neely, 2014).

---

¹Many studies have noted this problem, including Rudebusch (2007), Cochrane and Piazzesi (2008), Duffee and Stanton (2012), and Kim and Orphanides (2012). Intuitively, the mean and the speed of mean reversion of interest rates are hard to estimate because we observe only very few mean reversions.
This paper introduces a Bayesian econometric framework that overcomes these challenges. The framework relies on Markov chain Monte Carlo (MCMC) methods to estimate affine Gaussian DTSMs with risk price restrictions. Model selection does not require separate estimation of every single possible model specification because the MCMC samplers visit only plausible models and do not waste time in other areas of the model space. Model uncertainty is dealt with by means of Bayesian Model Averaging (BMA). The key methodological contribution is to develop model-selection samplers for DTSM estimation. I use the insight that this model-selection problem resembles variable selection in multivariate regressions, and I adapt existing variable-selection samplers to the problem at hand. The paper and an Online Appendix provide sufficient details for researchers to easily implement this framework on their own for yield-curve analysis.\footnote{The estimation code, written in R, is available from the author upon request.}

Bayesian estimation of DTSMs has often been found problematic, with most MCMC samplers displaying very slow convergence and requiring a lot of tuning.\footnote{Examples are Ang et al. (2007, 2011); see Chib and Ergashev (2009) for further discussion.} The reason is that parameters enter the likelihood in a highly nonlinear fashion, which requires various Metropolis-Hastings (MH) steps that are often inefficient. A separate contribution of this paper is to substantially simplify Bayesian DTSM estimation. I show that risk price parameters, which are crucial for determining the model’s economic implications, can be sampled directly from their conditional posterior (i.e., using a Gibbs step), because their conditional likelihood function corresponds to a restricted VAR. I am also able to sample the other parameters very efficiently using tailored MH steps which do not require tuning. The resulting sampling algorithms are very fast and display excellent convergence properties.\footnote{Chib and Ergashev (2009) and Chib and Kang (2014) have also constructed efficient samplers for MCMC samplers for DTSM estimation. They take a different route by imposing strong prior restrictions.}

The results of Bayesian model selection are generally sensitive to the priors, so a key question is how to choose the prior dispersion of the risk-price parameters. I construct a prior that is similar in spirit to Zellner’s $g$-prior. Only one easily interpretable hyperparameter, $g$, controls the prior dispersion of the risk-price parameters. I choose a plausible baseline value of $g$, informed by common rules-of-thumb, and assess the sensitivity of the model selection results to changes in $g$ by orders of magnitude.

Because of the novelty of the methodology, it is important to verify that it works in simulated data. To this end, I apply the estimation method to data that is simulated from a known model.\footnote{My approach is similar to that of George et al. (2008), who also use repeated simulations to assess the accuracy of their Bayesian method for VAR estimation under parameter restrictions.} The econometric framework performs well in recovering the zero restrictions on risk prices and the estimated risk-price parameters. More importantly, the simulation
study shows that estimation under risk-price restrictions accurately infers the true persistence of interest rates and the volatility of short-rate expectations and term premia. In contrast, estimation of an unrestricted model leads to persistence that is too low, short-rate expectations that are too stable, and term premium estimates that are excessively volatile.

The framework is then applied to monthly U.S. Treasury yields over the period from 1990 to 2007, a sample that was studied by JSZ and others. The data call for tight restrictions on the market prices of risk, in contrast to most models in this literature, and even favor a model in which only one out of twelve risk-price parameters is unrestricted. This is a fortunate outcome, because it means that the connection between time-series variation and cross-sectional variation is relatively tight, which makes no-arbitrage particularly useful. Posterior inference about the pricing of risks in Treasury markets suggests that level risk is priced but slope and curvature risks are not, consistent with the finding of Cochrane and Piazzesi (2008). Furthermore, level risk appears to be time-varying and driven predominantly by changes in the slope of the yield curve, consistent with evidence going back to Fama and Bliss (1987) and Campbell and Shiller (1991). Notably, the only unrestricted parameter in the favored model is the one that captures the sensitivity of level risk to changes in the slope. These results imply that most existing DTSMs allow for deviations from the expectations hypothesis in a much too general way.

Incorporating these restrictions into an otherwise standard DTSM substantially alters the economic implications. First and foremost, they change the VAR dynamics of the model, increasing its persistence relative to a maximally-flexible model. The intuition is that interest rates are extremely persistent under the risk-neutral (Q) probability measure—far-ahead forward rates are not constant—and the risk-price restrictions pull up the persistence under the real-world (P) probability measure. As a consequence of the higher persistence, long-horizon expectations of future short-term interest rates are more variable in the restricted models. Estimated term premia, which are the difference between long-term rates and expected future short-term rates, are typically more stable. This finding is particularly noteworthy because the DTSM literature has long been puzzled by artificially stable expectations and overly variable term premia, see Kim and Orphanides (2012) and others. My estimates show that when DTSMs are estimated under the appropriate risk-price restrictions, this long-standing puzzle is at least partially resolved.

Risk-price restrictions change our interpretation of the evolution of interest rates over certain historical episodes, in particular of the secular decline in long rates over the last two decades. Conventional DTSMs typically explain this by substantial declines in term premia

---

and imply only a small role for short-rate expectations. In contrast, restricted models attribute
a more important role to a declining expectations component. The finding that expectations
of short-term interest rates have decreased over the 1990’s and 2000’s is consistent with the
sizable declines in survey-based expectations of inflation and policy rates documented by
Kozicki and Tinsley (2001), Kim and Orphanides (2012), and others. On the other hand,
the common finding that declining term premia explained the behavior of yields during the
conundrum period of 2004 and 2005 appears robust.

Model uncertainty is an important but often-ignored factor when DTSMs are used to
analyze the yield curve and to estimate term premia. Some uncertainty about the risk-
price restrictions remains, and small changes to these restrictions can substantially alter the
economic implications. Therefore it is important to calculate the objects of interest using
BMA, which reveals that the uncertainty is quite significant. These results strongly caution
against the common approach of conditioning on one specific DTSM when studying term
premia.\footnote{Examples of studies that use only one specific restricted DTSM for studying term premia are Cochrane and Piazzesi (2008) and Joslin et al. (2014).}

A key established fact in the yield curve literature is that excess bond returns are strongly
predictable (e.g., Cochrane and Piazzesi, 2005). Since the preferred model specifications in
this paper imply tightly restricted risk pricing, the question arises whether these models can
reproduce the strong predictability of bond returns. The paper shows that they can: the
model-implied excess return predictability in small simulated samples is very similar to that
in actual interest rate data.

Only few other studies systematically impose restrictions on risk prices in DTSMs. In
earlier work, Cochrane and Piazzesi (2008) derive a specific set of restrictions from a prior re-
gression analysis of return predictability, and impose that all variation in term premia is driven
by their tent-shaped return-forecasting factor. JSZ test one specific reduced-rank restriction
on risk-pricing within their canonical model. In independent and parallel work, Joslin et al.
(2014) estimate their macro-finance DTSM under all possible zero restrictions on risk-price
parameters, and select one specification on the basis of information criteria. My approach does
not require brute-force estimation of every model, delivers intuitively interpretable posterior
model probabilities, and addresses the issue of model uncertainty, which is paramount in the
context of DTSM estimation.
2 Econometric framework

This section lays out the model specification and the methodology for estimation and model selection.

2.1 Dynamic Term Structure Model

The models used in this paper belong to the class of affine Gaussian DTSMs, a mainstay of modern finance.\textsuperscript{8} Denote by $X_t$ the $(N \times 1)$ vector of risk factors, which represents the new information that market participants obtain at time $t$. Assume that $X_t$ follows a first-order Gaussian vector autoregression (VAR) under the physical (real-world) probability measure $P$,

$$X_t = \mu + \Phi X_{t-1} + \Sigma \varepsilon_t,$$

with $\varepsilon_t \sim N(0, I_N)$, $\Sigma$ lower triangular, and $E(\varepsilon_t \varepsilon_s') = 0$, $r \neq s$. The one-period interest rate $r_t$ is an affine function of the factors,

$$r_t = \delta_0 + \delta_1' X_t.$$  

Estimation will be carried out using monthly data, so $r_t$ is the one-month interest rate. Assuming absence of arbitrage, there exists a risk-neutral probability measure, denoted by $Q$, which prices all financial assets. The stochastic discount factor (SDF), which defines the change of probability measure between $P$ and $Q$, is specified as exponentially affine,

$$- \log M_{t+1} = r_t + \frac{1}{2} \lambda_t' \lambda_t + \lambda_t' \varepsilon_{t+1},$$

with the $(N \times 1)$ vector $\lambda_t$, the \textit{market prices of risk}, being an affine function of the factors,

$$\lambda_t = \Sigma^{-1}(\lambda_0 + \lambda_1 X_t).$$

This is the essentially-affine risk-price specification of Duffee (2002). The risk prices $\lambda_t$ measure the additional expected return required per unit of risk in each of the shocks in $\varepsilon_t$. Consider how the expected excess return of an $n$-period bond rate depends on risk prices:

$$E_t(r_{x_{t+1}^{(n)}}) + \frac{1}{2} Var_t(r_{x_{t+1}^{(n)}}) = \lambda_t' Cov(\varepsilon_{t+1}, r_{x_{t+1}}).$$

\textsuperscript{8}It should be noted that extensions of the ideas in this paper to other classes of DTSMs are easily possible.
The risk premium equals the prices of risk times the quantities of risk (the covariances). In a Gaussian model, the covariances are constant, and the only source of time-variation in term premia are changes in the market prices of risk.\(^9\)

Under the above assumptions the risk-neutral dynamics (see Online Appendix A) are given by

\[
X_t = \mu^Q + \Phi^Q X_{t-1} + \Sigma \varepsilon_t^Q, \tag{6}
\]

where \(\varepsilon_t^Q \sim N(0, I_k)\), \(E^Q(\varepsilon_t^Q \varepsilon_s^Q') = 0, r \neq s\), and the parameters describing the physical and risk-neutral dynamics are related in the following way:

\[
\mu^Q = \mu - \lambda_0, \quad \Phi^Q = \Phi - \lambda_1. \tag{7}
\]

In this model, yields are affine in the state variables. Denoting the \(J\) model-implied (fitted) yields by \(\hat{Y}_t\), we have

\[
\hat{Y}_t = A + BX_t, \tag{8}
\]

where the \(J\)-vector \(A\) and the \(J \times N\)-matrix \(B\) contain the model-implied loadings of yields on risk factors, given in Online Appendix B. These are determined by the parameters \(\delta_0, \delta_1, \mu^Q, \Phi^Q, \) and \(\Sigma\).

To achieve econometric identification, normalizing restrictions are needed. A DTSM is canonical if it is maximally flexible, subject only to these normalizing restrictions. I use the canonical form of JSZ, in which the risk factors are linear combinations of yields, and all normalizing restrictions are imposed on \(\mu^Q\) and \(\Phi^Q\). Formally, \(X_t = W\hat{Y}_t\) for a \(N \times J\) matrix \(W\). The free parameters are: \(\phi^Q\), an \(N\)-vector containing the eigenvalues of \(\Phi^Q\) (which are assumed to be real, distinct, and less than unity), \(k_{Q}^\infty\), a scalar that determines the unconditional \(Q\)-mean of the short rate\(^{10}\), the risk-price parameters \((\lambda_0, \lambda_1)\), and \(\Sigma\). JSZ detail how \(\mu^Q, \Phi^Q, \delta_0, \) and \(\delta_1\) are calculated from these parameters and \(W\). The parameterization here includes \(\lambda_0\) and \(\lambda_1\), instead of \(\mu\) and \(\Phi\), because the focus is on inference about these risk-price parameters.

Since interest lies in inference about the prices of risk associated with shocks to \(X_t\), it is convenient that \(X_t\) is not an arbitrary latent state vector but a specific linear combinations of yields. I take the risk factors \(X_t\) as the first three principal components (PCs) of the observed yields. That is, \(W\) contains the loadings of the first three PCs of observed yields, which correspond to level, slope, and curvature of the yield curve and are sufficient to capture most of the variation in the yield curve (Litterman and Scheinkman, 1991). This choice of risk

---

\(^9\)See Online Appendix G for the details on model-implied excess bond returns and equation (5).

\(^{10}\)In models that are stationary and have distinct eigenvalues under \(Q\) we have for \(r_{Q}^\infty\) the risk-neutral mean of the short rate \(r_{Q}^\infty = k_{Q}^\infty/(1 - \lambda^Q)\)—see JSZ, p. 934. Conveniently, the value of \(k_{Q}^\infty\) that maximizes the likelihood function for given values of \(\lambda^Q\) and \(\Sigma\) can be found analytically.
factors facilitates an economic interpretation of the prices of risk.

The observed bond yields used for estimation are \( Y_t = \hat{Y}_t + e_t \), where \( e_t \) is a vector of measurement errors that is iid normal. Measurement errors are included because an \( N \)-dimensional factor model cannot perfectly price \( J > N \) yields. I assume that \( X_t \) is observable, i.e., that the \( N \) linear combination of yields in \( W \) are priced exactly by the model. This assumption simplifies the estimation somewhat but could be relaxed.\(^{11}\) It implies \( X_t = WY_t = W\hat{Y}_t \) and \( We_t = 0 \) so that there are effectively only \( J - N \) independent measurement errors. Writing \( W_\perp \) for a basis of the null space of \( W \) (e.g., the loadings of the remaining \( J - N \) PCs), the measurement error assumption is that \( W_\perp e_t \sim N(0, \sigma_e^2 I_{J-N}) \).

### 2.2 No-arbitrage and restrictions on risk prices

Absence of arbitrage requires the consistency of the time-series dynamics of interest rates with their cross-sectional behavior, allowing for a risk adjustment. The risk-price parameters \( \lambda_0 \) and \( \lambda_1 \) in equation (7) determine this risk adjustment and the behavior of term premia. Under the (weak) EH, \( \lambda_1 \) is zero, and term premia are constant. In a maximally-flexible model, all elements of \( \lambda_0 \) and \( \lambda_1 \) are unrestricted. The point of this paper is that the “truth” likely lies somewhere between these two extremes.

Without constraints on the risk pricing, the no-arbitrage assumption is not very restrictive, as it only requires that the yield loadings be consistent with some values for \( \mu^Q \) and \( \Phi^Q \).\(^{12}\) However, if \( \lambda_0 \) and \( \lambda_1 \) are restricted, then the information in the cross section of yields is used to pin down the time-series dynamics, which helps to overcome the statistical problems due to the high persistence of interest rates. Importantly, the data contain a lot of cross-sectional information, since we observe the entire yield curve at every point in time. Under tight restrictions on \( \lambda_0 \) and \( \lambda_1 \), as for example in Cochrane and Piazzesi (2008), “we are able to learn a lot about true-measure dynamics from the cross section” (p. 2).

One can imagine various possible ways to restrict the risk pricing in a DTSM. I will focus on zero restrictions on \( \lambda_0 \) and \( \lambda_1 \), although the approach can be generalized to other types of risk-price restrictions. In existing studies, such zero restrictions are generally imposed in an ad hoc fashion, typically based on \( t \)-statistics from preliminary estimates (that are usually not reported).\(^{13}\) This is unsatisfactory since (i) joint restrictions are imposed without

\(^{11}\)One can deal with latent factors in MCMC estimation either by conditioning on the factors as in Ang et al. (2007) or by marginalizing over the factors as in the approach of Chib and Ergashev (2009).

\(^{12}\)That restricting the factor loadings in this way is of little practical relevance has been documented by Duffee (2011) and Joslin et al. (2013).

\(^{13}\)Examples of studies that employ this approach include Dai and Singleton (2002), Duffee (2002), Ang and Piazzesi (2003), Kim and Wright (2005), and many others.
considering joint significance, (ii) the chosen significance level is necessarily arbitrary, and (iii) model uncertainty is ignored. Here I instead provide a systematic framework to select restrictions. Let γ be a vector of indicator variables, each of which corresponds to an element of λ ≡ (λ₀, vec(λ₁)′). If an element of γ is equal to zero, the corresponding parameter is restricted to zero, and it is unrestricted otherwise. γ can take on \(2^{N+N^2}\) different values—in a three-factor model, there are 4096 candidate specifications. The basic idea is to include γ in the set of parameters to be estimated, as in Bayesian variable selection. In this way, the most plausible restrictions can be found without having to estimate each model separately.\(^{14}\)

### 2.3 Likelihood

The conditional likelihood function of \(Y_t\) is

\[
f(Y_t|Y_{t-1}; \theta, \gamma) = f(Y_t|X_t; k^Q_∞, \phi^Q, \Sigma, \sigma_e^2) \times f(X_t|X_{t-1}; k^Q_∞, \phi^Q, \lambda, \gamma, \Sigma),
\]

where \(\theta = (\phi^Q, k^Q_∞, \lambda_0, \lambda_1, \Sigma, \sigma_e^2)\). The first factor—the “Q-likelihood”—captures the cross-sectional dependence of yields on risk factors and its logarithm is given by

\[
\log f(Y_t|X_t; k^Q_∞, \phi^Q, \Sigma, \sigma_e^2) = \text{const} - (J - N) \log(\sigma_e) - .5\|e_t\|/\sigma_e^2,
\]

where \(\|z\|\) denotes the Euclidean norm of vector \(z\), \(e_t = Y_t - A - BX_t\), and \(A\) and \(B\) depend on \(k^Q_∞\), \(\phi^Q\), and \(\Sigma\). The second factor in equation (9)—the “P-likelihood”—captures the time-series dynamics of the risk factors, and corresponds to the likelihood of a Gaussian VAR:

\[
\log f(X_t|X_{t-1}; k^Q_∞, \phi^Q, \lambda, \gamma, \Sigma) = \text{const} - .5 \log(|\Sigma\Sigma'|) - .5\|\Sigma^{-1}(X_t - \mu - \Phi X_{t-1})\|,
\]

where \(\mu\) and \(\Phi\) depend on \(\lambda\) and \(\gamma\), as well as on \((k^Q_∞, \phi^Q, \Sigma)\), according to equation (7). The (conditional) joint log-likelihood of the data \(Y = (Y_1, Y_2, \ldots, Y_T)\) is given by

\[
\log f(Y|X_0, \theta, \gamma) = \sum_{t=1}^{T} \log f(Y_t|X_t; \theta) \log f(X_t|X_{t-1}; \theta, \gamma).
\]

Due to the chosen parameterization, the risk prices \(\lambda\) affect only the \(P\)-likelihood, through \(\mu\) and \(\Phi\), which are determined by the linear restrictions in equation (7). Therefore, estimation of \(\lambda\) (for given Q-parameters and restrictions \(\gamma\)) corresponds to estimation of a Restricted

\(^{14}\)A very different approach for restricting risk pricing in a Bayesian DTSM would be to impose tight priors on \(\lambda_0\) and \(\lambda_1\) that are centered around zero, resulting in shrinkage of the risk adjustment toward zero. While this approach may hold some promise, it does not lead to inference about specific risk-price restrictions.
VAR (RVAR). Details on this are given in Online Appendix C.1. This fact substantially simplifies both maximum likelihood estimation (because $\lambda$ can be concentrated out of the likelihood function) and and Bayesian estimation (because $\lambda$ can be drawn using a Gibbs step). Maximum likelihood estimates for the unrestricted model are denoted by $\hat{\theta}^{ML}$.

### 2.4 Priors

The approach chosen here follows the objective Bayesian tradition in that little prior information is imposed, in order to let the data speak for itself. To this end, I employ largely uninformative prior formulations. Some other studies of Bayesian DTSM estimation, such as Chib and Ergashev (2009), have imposed economically sensible restrictions via strong prior information, in order to overcome problems such as flat and irregular likelihood surfaces. My approach instead addresses these problems using highly efficient sampling algorithms and data-based restrictions on risk pricing.

There are five blocks of parameters for which prior distributions are needed: $(\lambda, \gamma)$, $k_Q$, $\phi_Q$, $\Sigma$, and $\sigma_e^2$. I assume prior independence across blocks. The elements of $\phi_Q$ are a priori independent and uniformly distributed over the interval from zero to one—this ensures that the model is stationary under $Q$. The priors for $k_Q$, $\Sigma$ and $\sigma_e^2$ are taken to be completely diffuse. Using proper, dispersed prior distributions for these parameters has no material impact on the results. The prior for $(\lambda, \gamma)$ naturally factors into a parameter prior and a model prior: $P(\lambda, \gamma) = P(\lambda|\gamma)P(\gamma)$. These are described below. I also impose that the largest eigenvalue of $\Phi$ does not exceed unity, ensuring that the model is also stationary under the $P$-measure.

#### 2.4.1 Model prior

I assume a uniform prior distribution over models: each element of $\gamma$ is independently Bernoulli distributed with success probability 0.5, i.e., each model has equal prior probability of $0.5^{N(N+1)}$. Such a uniform prior is a common choice in the variable selection literature. It should be noted that this prior does not imply a uniform distribution over model size, but instead a Binomial distribution, with prior expectation that half of the elements of $\lambda$ are unrestricted.

#### 2.4.2 Parameter prior for $\lambda$

The parameter prior $P(\lambda|\gamma)$ cannot be taken to be uninformative, since this would lead to indeterminate Bayes factors (Kass and Raftery, 1995). The choice of $P(\lambda|\gamma)$ would of course

---

15 Maximum likelihood estimation of the model is further simplified by the fact that $k_Q$ and $\sigma_e^2$ can also be concentrated out of the likelihood function.

16 This prior constraint, which induces a small amount of prior dependence, is ignored in the notation.
be immaterial in large samples, but it plays an important role for inference in the small samples that we are faced with in DTSM estimation.

The three model selection samplers used in this paper differ in how $P(\lambda|\gamma)$ is specified. In particular, they differ in how the elements of $\lambda$ which are excluded from the model are distributed. However, they all share the same prior specification for the elements of $\lambda$ that are included in the model, namely independent normal distributions centered around zero: $\lambda_i|\gamma_i = 1 \sim N(0, v_i)$. Like most other studies that use Bayesian variable selection methods, I assume conditional prior independence of the elements of $\lambda$. This assumption, which is only restrictive when the parameter prior is very informative, substantially simplifies the model selection problem. The choice of the normal family leads to normal conditional posterior distributions for $\lambda$. To parameterize the prior dispersion I use a variant of Zellner’s $g$-prior approach. A $g$-prior is a Normal distribution with covariance matrix proportional to that of the least-squares estimator, for given error variance. In Online Appendix C.3 I show what this prior looks like in the context of an RVAR. To obtain prior conditional independence, I will use an “orthogonalized g-prior” for $\lambda$: I calculate the $g$-prior matrix for a given covariance matrix of $\lambda$, and set off-diagonal elements equal to zero. To obtain estimates of the covariance matrix, I set all model parameters other than $\lambda$ to their maximum likelihood estimates and $\gamma$ to a vector of ones, and calculate the least-squares estimates of $\lambda$. Denote the covariance matrix of these estimates by $\hat{V}$ and the diagonal elements of this matrix by $\hat{\sigma}_{\lambda_i}^2$. The approach just described boils down to $v_i = g\hat{\sigma}_{\lambda_i}^2$.

With this semi-automatic prior specification, the prior for $\lambda$ is parameterized using a single, easily interpretable hyperparameter, $g$. This determines the prior dispersion and therefore has to be chosen carefully, since it will affect the model selection results. In particular, very disperse priors will tilt the results in favor of the smallest models, a phenomenon which is known as Bartlett’s paradox (Bartlett, 1957; Clyde and George, 2004). I use a moderate value of $g = 100$, so that prior dispersion is ten times as large as the standard errors of the maximum likelihood estimates for the unrestricted model. This choice strikes a reasonable balance between a prior that is too informative and too disperse. Moreover, it is roughly in line with the values that would be chosen based on recommended rules-of-thumb in the literature, such as the “unit information prior” (Kass and Wasserman, 1995), the “risk inflation criterion” (Foster and George, 1994), or the “benchmark prior” (Fernandez et al., 2001). The first suggests $g = T$, where $T$ is the number of observations, which implies $g = 216$ (based on the monthly data set described in Section 4). The second suggests $g = p^2$ where $p$ is the number of parameters, which implies $g = 144$. The third suggests $g = \max(T, p^2) = 216$. Other, more systematic approaches for choosing $g$ are possible, such as empirical Bayes specifications or the mixtures
of $g$-priors proposed by Liang et al. (2008), but these are beyond the scope of this paper.

Given the importance of the hyperparameter $g$, it is important to carry out a prior sensitivity analysis. The key question is whether the main results and conclusions of the analysis remain robust even when $g$ is varied over a reasonable range. In this paper, I will carry out a prior sensitivity analysis in which I vary the value of $g$ by several orders of magnitude.

2.5 MCMC algorithms

Model estimation and model selection will be carried out using MCMC algorithms. For a given model specification $\gamma$, we require an MCMC sampler that draws from the joint posterior distribution of the parameters,

$$P(\theta|Y, \gamma) \propto P(Y|\theta, \gamma)P(\theta|\gamma).$$

This can be achieved using a block-wise Metropolis-Hastings (MH) algorithm, which iteratively draws the parameter blocks $\lambda, k^Q_{\infty}, \phi^Q, \Sigma,$ and $\sigma^2_e$. The chain is initialized at $\hat{\theta}^{ML}$, and then each block is sampled from its conditional posterior distribution, given the current values of the remaining blocks.\(^{17}\) Conveniently, $\lambda$, and $\sigma^2_e$ can be sampled using Gibbs steps, as their full conditional posterior is available. The other blocks are sampled using MH steps. The parameters $k^Q_{\infty}$ and $\phi^Q$ are drawn in one block since they have high posterior correlation. The MH steps for $(k^Q_{\infty}, \phi^Q)$ and $\Sigma$ use independence proposals with with mean equal to their maximum likelihood estimates and covariance matrix equal to the negative inverse Hessian of the conditional posterior. Details on how to sample the parameters are in Online Appendix D. The first $B = 5,000$ draws are discarded so that the effect of the starting values becomes negligible, and the next $M = 10,000$ draws are retained for posterior analysis. The resulting sampler has excellent convergence properties, as will be discussed below, and low computational cost.\(^{18}\)

For inference about $\gamma$ I use tools from Bayesian model selection. In principle, calculating posterior model probabilities and Bayes factors requires knowledge of the marginal likelihood of all models, which is not practical when the number of candidate models is large. Using MCMC algorithms one can instead sample jointly across models and parameters to identify a smaller set of plausible model specifications, so that there is no need to estimate all candidate models. The most interesting models, namely the ones with high posterior probability, will

---

\(^{17}\)Because the stationarity of the VAR depends on both $\lambda$ and $\phi^Q$, it is checked at the end of each iteration, and in the case of explosive roots for $\Phi$, all parameters are reverted to the previous iteration’s values.

\(^{18}\)On a Dell Latitude E7450 64-bit laptop with Intel Core i7-5600U 2.6GHz CPU and 16GB RAM, running this MCMC sampler for 15,000 iterations takes less than two minutes.
naturally be visited more frequently by such samplers. The task of choosing zero restrictions on risk-price parameters in a DTSM closely parallels the problem of selecting variables in multivariate regressions. There are two differences: first the parameters of interest, $\lambda$, are those of an RVAR and not of a multivariate regression, and second there are additional parameter blocks. Despite these differences, existing approaches to variable selection can be adapted to the present context, and I do so for Gibbs variable selection (GVS), Stochastic Search Variable Selection (SSVS) and Reversible-Jump MCMC (RJMCMC). I use three alternative approaches to ensure the reliability and robustness of the model selection samplers. In each case, the MCMC chain is initialized at $\gamma = (1, 1, \ldots, 1)$ and $\theta = \hat{\theta}^{ML}$. In iteration $j$, $(\lambda^{(j)}, \gamma^{(j)})$ are drawn as specified by the model-selection algorithm, conditional on the parameters from iteration $j - 1$. How this is done for GVS, SSVS, and RJMCMC is described in Online Appendix E. Given draws for $\lambda^{(j)}$ and $\gamma^{(j)}$, the remaining parameter blocks $k^Q_\infty$, $\phi^Q$, $\Sigma$, and $\sigma_e^2$ are sampled in the same fashion as described above. The model-selection samplers are run for 55,000, and the initial $B = 5,000$ iterations are discarded as a burn-in sample. Using the remaining sample of $M = 50,000$ MCMC draws, posterior inference about risk-price restrictions can be carried out by focusing on the draws for $\gamma$. This output can be used to calculate posterior model probabilities and to identify the modal model.

Using the draws from a model-selection sampler, one can easily account for model uncertainty using Bayesian Model Averaging (BMA). In BMA, estimates of model parameters and any objects of interest—such as, in the present context, interest rate persistence, volatilities, short-rate expectations, and term premia—are calculated as averages across specifications, using posterior model probabilities as weights. To do so using the MCMC sample is trivial, as one simply ignores the draws for the model indicator $\gamma$ when obtaining posterior distributions. The resulting BMA posterior distributions naturally account for the statistical uncertainty about the model specification. In this way one can avoid a false sense of confidence which may result from conditioning on one specific restricted model despite the presence of model uncertainty.

### 3 Simulation study

Because of the novelty of the econometric framework, it is important to assess its reliability and effectiveness in a simulation study. I simulate yield data from a data-generating process (DGP) which is a two-factor DTSM. To determine plausible parameters and restrictions I use maximum likelihood estimates in actual yield data, which leads to a model with only one significant risk price parameters. Details on the DGP, as well as additional results for an alternative DGP, are provided in Online Appendix F. I generate 100 samples of size $T =$
300, chosen to be similar to the sample sizes we encounter in practice. For each sample, I first estimate the maximally-flexible model using MCMC, and then use the model-selection samplers SSVS, GVS, and RJMCMC to carry out estimation under risk-price restrictions.

Table 1 shows how well these different approaches fare in recovering the true model. The first row shows the specification of the true model, which has only one non-zero risk-price parameter. The second row, labeled “MCMC,” shows results for the estimation of the unrestricted model. It reports for each parameter how often the credibility intervals do not straddle zero. The non-zero parameter is significant in only 26% of the samples, and the parameters which are zero in the DGP are often found to be significant. If one chooses a model based on which parameters are significant, then the DGP model is correctly identified in only 16% of the simulated samples. These results indicate that the common approach in the DTSM literature of choosing risk-price restrictions based on statistical significance will often lead to the wrong model.

The following rows in Table 1 show the results for the model-selection samplers. They report the average values of $\gamma$ across all samples and draws, i.e., the average posterior probabilities of inclusion. All three model-selection samplers exhibit similar performance in choosing among models, and they do quite well. The posterior probability of inclusion is largest for that parameter which is non-zero in the DGP. For this parameter, the inclusion probability is mostly above 60%, whereas for the parameters that are truly zero this probability is always below 50%. The percentage of samples in which the modal model (the model with the highest posterior probability) corresponds to the DGP model, reported in the last column, is near or above 60%—much higher than for the conventional approach based on statistical significance.\footnote{Online Appendix F presents additional results for a different DGP where all risk-price parameters are unrestricted. In that case model choice based on credibility intervals does a little better than the model-selection samplers. But the differences, partially due to the model prior, are not large, and they are specific to a DGP that is not very plausible in light of the empirical evidence on risk-price restrictions.}

The accuracy of the model-selection samplers is quite satisfactory, in particular in comparison to similar approaches in the VAR context such as George et al. (2008). The good performance is particularly noteworthy in light of the rather small sample size, since in such a context estimation of risk prices is usually quite difficult. In sum, model-selection samplers do quite well in recovering the true DGP model, in particular for a plausible DGP informed by estimates on actual yield data.

Can the estimation method suggested in this paper more accurately recover short-rate expectations and term premia than estimation of a maximally-flexible DTSM? Table 2 compares the estimated interest rate persistence and volatilities to the true values in the DGP. The DGP parameters imply highly persistent VAR dynamics, measured here by the largest eigenvalue...
of \( \Phi \), and the impulse-response function for the level factor in response to level shocks at the five year horizon. This high persistence causes long-horizon expectations of short rates to be quite volatile: The volatility of monthly changes in five-to-ten-year risk-neutral forward rates is higher than the volatility of the forward term premium. The MCMC estimation of the unrestricted model leads to persistence that is considerably lower, reflecting the usual downward bias in estimated persistence, and in about half of the simulated samples the 95%-credibility intervals (CIs) for the long-horizon impulse-response do not contain the true value. This estimation also implies much too stable long-horizon expectations and too volatile forward term premia. In contrast, estimation under risk-price restrictions leads to estimates of persistence that are much closer to the true values, and it accurately recovers volatilities of the expectations and term premium components in long-horizon forward rates. In this case, the 95%-CIs for persistence and volatilities contain the true DGP value in almost all of the simulated samples. Furthermore, estimation under risk-price restrictions correctly finds the long-horizon forward term premium to be less volatile than short-rate expectations.

In sum, the Bayesian estimation under restrictions on risk prices is successful in recovering the true restrictions, the persistence of interest rates, and the volatilities of short-rate expectations and term premia. This stands in stark contrast to the common approach of estimating maximally-flexible models, which in this simulation setting leads not only to inaccurate model choice but also to seriously distorted inference about the key objects of interest.

4 Estimation results

To apply the econometric framework in real-world data, I use monthly observations of nominal zero-coupon U.S. Treasury yields, with maturities of one through five, seven, and ten years. The sample period starts in January 1990 and ends in December 2007 (as in, for example, Joslin et al., 2011), which yields \( T = 216 \) monthly observations. The start of the sample is chosen to avoid the structural break in interest rate dynamics that was likely caused by changing monetary policy procedures in the 1980s. The sample excludes the recent period of near-zero interest rates because affine Gaussian models are ill-suited to deal with the zero lower bound (Bauer and Rudebusch, 2016). 

\[ \text{It is useful to compare these volatilities, reported in Table 2 as 19 and 16 basis points, respectively, to the true volatility of model-implied forward rates, which is 29 basis points.} \]

\[ \text{The yields are unsmoothed Fama-Bliss yields, constructed and generously made available by Anh Le.} \]

\[ \text{The estimation approach proposed here could be extended to models that restrict yields to remain positive, such as, for example, shadow-rate DTSMs. This and other extensions are discussed in the Conclusion.} \]
4.1 Maximally-flexible model

Estimates of the unrestricted, maximally-flexible DTSM, denoted henceforth as model $M_0$, will serve as a benchmark against which to compare subsequent results. This comparison will reveal how risk-price restrictions change the economic implications of a typical affine Gaussian DTSMs. For this model, where $\gamma = (1, 1, \ldots, 1)$, Table 3 reports the prior and posterior means and standard deviations for all model parameters. Also shown are average acceptance probabilities for the blocks samples using MH steps as well as inefficiency factors. The parameter estimates are very similar to those obtained using maximum likelihood estimation (not shown), because the priors are largely uninformative.

The efficiency of the sampler is excellent. Sampling of the risk-price parameters $\lambda_0$ and $\lambda_1$ is naturally very efficient, as it is carried out using a Gibbs step. The same holds for $\sigma_e$. In addition, even for the blocks sampled using MH steps, the inefficiency factors indicate that there is very little autocorrelation of the draws, due to the choice of independence proposal densities that are close to the conditional posteriors, and the acceptance probabilities are in the range of about 20-50% that is typically recommended in the MCMC literature.

The risk-price parameters are estimated very imprecisely. Because interest rates are highly persistent, $\mu$ and $\Phi$ are hard to pin down, which in my parameterization translates into high uncertainty about the $\lambda_0$ and $\lambda_1$. Only for three of the twelve risk-price parameters do the 95%-CIs not straddle zero. This is a first indication that the data support a parsimonious specification, with many risk-price parameters set to zero.

4.2 Restrictions on risk prices

To carry out posterior inference about risk-price restrictions, I obtain model-selection results using the GVS, SSVS, and RJMCMC samplers. Table 4 shows posterior means (the posterior probabilities of inclusion for the corresponding elements of $\lambda$), Monte Carlo standard errors, and inefficiency factors for each element of $\gamma$. Table 5 shows posterior model probabilities, calculated as the relative frequencies of each specification in the sampled chain for $\gamma$, for the 10 most frequently visited models, sorted using the output from the SSVS sampler. I also report posterior odds (the ratio of posterior probabilities) for each model relative to the modal model, which are equal to Bayes factors since the model prior is flat.

The results for all three samplers are closely in line with each other. In Table 4, differences in estimated inclusion probabilities are generally within the tolerance indicated by the numerical standard errors. In Table 5, the posterior model probabilities and posterior odds are very similar across the three sampling algorithms, and the model rankings are similar, particularly
near the top. Table 5 also reports how many models were visited, in total, by each of the algorithms. None of the algorithms visits more than 15% of all possible models, demonstrating that joint-model-parameter samplers have the benefit of focusing on the part of the model space with high posterior probability. While the model-selection results are largely consistent across the three samplers, the RJMCMC algorithm appears somewhat less efficient than the other two. The GVS algorithm emerges as the favored model-selection sampler, because it converges quickly and, as opposed to the SSVS sampler, restricts the excluded parameters to be exactly zero. The rest of the paper focuses on the GVS results.

The evidence strongly favors tightly restricted models, with only very few free risk-price parameters. In Table 4, only one element of $\lambda$ has a high posterior probability for inclusion, which is above 95%. For all other parameters, the inclusion probabilities are below 50%, and for most of the parameters they are near zero. Table 5 shows that all of the 10 most plausible models leave only one to three risk-price parameters unrestricted. The prior mean for the number of unrestricted parameters is six, which contrasts with the posterior mean of only 2.2. The prior probability of at most two unrestricted risk-price parameters is below 1%, while the posterior probability is 65%.

The evidence is also quite clear on which restrictions are favored by the data. By far the most important risk-price parameter is the $(1, 2)$ element of the $\lambda_1$ matrix, which determines the sensitivity of the price of level risk to variation in the slope factor. The model with only this one element of $\lambda$ non-zero, which I will denote as $M_1$, has by far the highest posterior model probability. There is also some evidence, albeit weaker, in favor of two other models which have one or two additional unrestricted risk-price parameters. These models in the second and third row of Table 5 will be denoted by $M_2$ and $M_3$. Beyond the first three models, the posterior odds ratios of all other models are above 10. Based on the guidelines for interpreting Bayes factors in Kass and Raftery (1995), there is substantial evidence against all models but the first three.

As a reality check for the model-selection results, the last two columns of Table 5 report information criteria—the Akaike Information Criterion (AIC) and the Schwartz-Bayes Information Criterion (SBIC)—based on maximum likelihood estimates of the restricted models.\textsuperscript{23} While AIC gives a somewhat different ranking, the ranking of the models according to the (theoretically superior) SBIC is consistent with the ranking based on Bayesian model selection. This shows that the results in Tables 4 and 5 are actually driven by information in the data, and not by the choice of priors or some feature of the sampling algorithms. The

\textsuperscript{23}Instead of carrying out full maximum likelihood estimation for each model I fix the $Q$-parameters and $\Sigma$, which are largely unaffected by the risk-price restrictions, to the estimated values for the unrestricted model. For each restricted model the optimal values for $\lambda$ can then be obtained using least squares.
disadvantages of the information criteria are that they do not tell us in intuitive terms how
strong the evidence is in favor of certain models, and that they cannot be used to address the
issue of model uncertainty.

Using the posterior sample for \( \gamma \), hypotheses about the pricing of risks in Treasury markets
can be tested. A key question is whether level risk is priced, i.e., whether the first row of \([\lambda_0, \lambda_1]\)
is non-zero. According to the GVS sampler, the posterior probability for this hypothesis is
99.99%. In contrast, the posterior probabilities that slope or curvature risk is priced are only
22% and 18%, respectively. This evidence supports the view that investors mainly require
risk compensation for shocks to the level of the yield curve, but not for slope and curvature
shocks, consistent with the findings of Cochrane and Piazzesi (2008). Another issue is whether
risk prices and hence term premia are time-varying, and if so what drives this time variation.
The posterior probability that the price of level risk is time-varying is 99.8%, based on the
frequency of draws with at least one element in the first row of \( \lambda_1 \) being non-zero. This is very
strong evidence against the expectations hypothesis. Furthermore, the evidence is strong that
changes in the slope of the yield curve drive variation in the price of level risk (with posterior
probability of 97%), and there is some modest evidence that changes in the level of yields
contribute to this variation as well (with posterior probability of 21%). The finding that bond
risk premia vary with changes in the slope factor goes back to Fama and Bliss (1987) and
Campbell and Shiller (1991), and it is comforting that the results here are consistent with
a large body of evidence on predictive regressions for Treasury yields. Importantly, previous
work in the DTSM literature has essentially ignored these restrictions. Section 5 shows the
economic implications of incorporating them into an otherwise standard DTSM for Treasury
yields.

4.3 Sensitivity to prior dispersion

Since model selection results can be quite sensitive to the prior dispersion, it is important
to assess the sensitivity of these results to the prior distribution for \( \lambda \). This distribution is
parameterized in terms of the hyperparameter \( g \), equal to 100 in the baseline setting. Table
6 displays results for the GVS model selection sampler when \( g \) is varied by several orders of
magnitude, from 10 to 10,000. It reports the estimated posterior probability of model \( \mathcal{M}_1 \),
the number of models visited by the sampler with frequency of at least 1%, the total number
of visited models, the posterior mean number of unrestricted risk-price parameters, and the
posterior probability that not more than two risk-price parameters are non-zero.

As expected, increasing the prior dispersion leads to a more peaked posterior distribution
over models. For higher \( g \), the modal model has higher probability, there are fewer high-
probability models, and less models are visited by the sampler overall. Lower values of $g$ flatten out the posterior model distribution.

The evidence for tight risk-price restrictions is robust to a wide range of values for $g$. Of course, this evidence is strengthened with a more disperse parameter prior, in line with Bartlett’s paradox, but it also remains robust to making the prior less disperse. If $g = 10$, a value much lower than commonly used in practice, the evidence still strongly favors parsimonious models. In this case, the prior probability of at most two unrestricted risk-price parameters is updated substantially by the data, from 0.3% to 13.7%.

It is important to vary prior dispersion in practical applications of Bayesian model selection methods. In the present application, the key finding is not sensitive to the choice of prior dispersion.

5 Economic implications

This section discusses the economic implications of restrictions on risk prices. It compares the results for the unrestricted model $M_0$, the restricted models $M_1$, $M_2$, and $M_3$, as well as the BMA results using the GVS sample. Since restrictions on risk prices affect mainly the time-series properties of a DTSM and leave the cross-sectional fit essentially unchanged (see also Joslin et al., 2014), the focus will be on short-rate expectations and term premia.

5.1 Persistence and volatilities

The estimated persistence of risk factors and interest rates crucially determines the properties of short-rate expectations and term premia. Table 7 reports the persistence under both probability measures, $Q$ and $P$, measured by the largest eigenvalues of $\Phi^Q$ and $\Phi$. It also reports model-implied volatilities of monthly changes in five-to-ten-year forward rates, in risk-neutral forward rates, and in the corresponding forward term premium. For each statistic, I report posterior means and 95%-CIs.

The $Q$-persistence is very similar across models, since the $Q$-dynamics are largely unaffected by risk-price restrictions. Consequently, the volatility of fitted forward rates does not vary across models. The $Q$-persistence is generally high, since long-term forward rates are quite variable (see, for example, Gürkaynak et al., 2005).

Under the $P$ measure interest rates are much less persistent than under $Q$, and this is true for all models. Consequently, short-rate expectations are less variable than forward rates.

24 All models have a very accurate cross-sectional fit, with root-mean-squared fitting errors of about three basis points.
But there are important differences across models. The restricted models (with the exception of $M_2$) generally exhibit higher $\mathbb{P}$-persistence than $M_0$. The intuition is that risk-price restrictions tighten the connection between cross section and time series, and “pull up” the $\mathbb{P}$-persistence toward to $\mathbb{Q}$-persistence. All restricted models imply more volatile short-rate expectations than the maximally-flexible model. For BMA the volatility of short-rate expectations is twice as large as for $M_0$. This shows that risk-price restrictions remedy the implausibly low volatility of long-horizon short-rate expectations that is implied by conventional DTSMs. Under such restrictions, the expectations component plays a more important role for movements in long-term forward rates.

Since conventional DTSMs typically imply very stable long-horizon short-rate expectations, they attribute a large role to the term premium for explaining movements in long rates, which is a puzzling short-coming of these models. Table 7 shows that risk-price restrictions often, though not for all models, lower the volatility of term premia. For BMA the term premium volatility is 10% lower than for $M_0$, and the term premium accounts for a roughly similar amount of volatility in long rates as do short-rate expectations. That is, the puzzle of an implausibly large role for term premia in explaining variation in long rates is somewhat alleviated when plausible restrictions are imposed on an otherwise standard DTSM.

The large CIs in Table 7 for the unrestricted model reflect the fact that it is difficult to estimate the dynamic properties of interest rates using only time-series information. The CIs are generally narrower for the restricted models, because here absence of arbitrage makes information in the cross section useful for estimating the time-series properties of interest rates. However, while imposing a specific set of restrictions leads to tighter inference about $\mathbb{P}$-dynamics, incorporation of model uncertainty naturally makes the inference less precise. For the BMA results the CIs are wider than for any individual restricted model. This demonstrates that it may be problematic to focus on one restricted model, like Cochrane and Piazzesi (2008) and Joslin et al. (2014), because this can significantly understate the statistical uncertainty. Model uncertainty should be taken into account whenever possible.

To understand the dynamic properties of a DTSM, it is instructive to also consider volatilities across maturities. Focusing on volatilities of forward rates helps to isolate the behavior of expectations at specific horizons. Figure 1 displays “term structures of volatility,” showing model-implied volatilities of monthly changes in forward rates and risk-neutral forward rates for maturities from one month to ten years, for $M_0$ and BMA.25 The figure displays the posterior means of the volatilities of forward rates, as well as the posterior means and 95%-CIs of the volatilities of risk-neutral forward rates. All volatility curves show the typical hump-shaped

---

25 To be precise, the forward rates are for future one-month investments that mature at the indicated horizon.
pattern, reaching a peak at one to two years, and declining with maturity. The forward rate volatilities are similar for the two models, declining only slowly and almost leveling out for horizons longer than five years. But the risk-neutral volatility curves differ substantially. For $M_0$, they show only a very slight hump and decrease quickly. Except for the very shortest maturities, risk-neutral volatilities are much lower than forward rate volatilities, implying only a limited role for changes in expectations to account for movements in interest rates. For BMA, risk-neutral volatilities stay much closer to forward rate volatilities for horizons up to five years, and only for longer maturities do they drop below. Overall, BMA attributes a larger role to short-rate expectations for explaining interest rate volatilities across maturities, due to the restrictions on risk prices. Figure 1 also shows that it is hard to estimate risk-neutral volatilities—the CIs are quite wide in both cases. While for any individual restricted model, these are much narrower (not shown) than for the maximally flexible model, the bottom panel of Figure 1 shows that taking into account the model uncertainty significantly widens the range of plausible volatility estimates.

5.2 Historical evolution of short-rate expectations and term premia

Figure 2 shows how $M_0$ and BMA differ in their decomposition of the ten-year yield into expectations and term premium components. The top panel displays estimates of the risk-neutral yield, i.e., of the expectations component of the ten-year yield. For BMA this exhibits pronounced variation, falling very significantly around the 2001 recession, and with the onset of the Great Recession (2007–2009). In contrast, the expectations component estimated from model $M_0$ is very stable, and the movements around the recessions are more muted. The bottom panel shows the corresponding term premium, calculated as the difference between fitted and risk-neutral yield. This yield term premium is noticeably more stable for BMA relative to $M_0$, and more counter-cyclical as it rises before and during recessions and falls during expansions. This is appealing in light of much theoretical and empirical work suggesting that term premia are slow-moving and behave in a counter-cyclical fashion (e.g. Campbell and Cochrane, 1999; Cochrane and Piazzesi, 2005). Both the lower variability and the more pronounced counter-cyclical pattern make the BMA term premium somewhat more plausible than that from the unrestricted model. For a decomposition of five-to-ten-year forward rates (not shown), the differences between $M_0$ and BMA are even starker.

Long-term interest rates have declined by a significant amount over the sample period. To which extent was this due to changes in monetary policy expectations and movements in term premia? The historical evolution of the ten-year yield suggests that BMA attributes a larger role to short-rate expectations for explaining interest rate volatilities across maturities, due to the restrictions on risk prices. Figure 1 also shows that it is hard to estimate risk-neutral volatilities—the CIs are quite wide in both cases. While for any individual restricted model, these are much narrower (not shown) than for the maximally flexible model, the bottom panel of Figure 1 shows that taking into account the model uncertainty significantly widens the range of plausible volatility estimates.

---

26On this issue, see also Bauer et al. (2014) and Bauer and Rudebusch (2013).
trend in long-term rates over the course of the sample. Table 8 summarizes the models’ implications for decomposing the decline. For both actual and risk-neutral yields, it reports the levels in 1990 and 2007, calculated as averages over each year, and the changes over this period. Also shown are 95%-CIs for levels and changes in risk-neutral forward rates. The ten-year yield declined by 3.8 percentage points (pps) over the sample period. The unrestricted model $M_0$ implies that only a small share of this decline, less than one sixth, is due to declining short-rate expectations, and the CI for the decline in expectations straddles zero. The restricted models, with the exception of $M_2$, imply a decline of short-rate expectations that is much more pronounced and significantly different from zero. BMA attributes more than one half of the yield decline to falling short-rate expectations. The decline in expectations is also estimated more precisely, as is evident from the somewhat narrower CIs for BMA, even though this accounts for model uncertainty. This suggests that the secular decline in long-term interest rates was not only caused by a lower term premium, but also to a significant extent by a downward shift in expectations of future nominal interest rates, in line with the sizable decreases in survey-based expectations of inflation and policy rates documented by Kozicki and Tinsley (2001), Kim and Orphanides (2012), and others.

Term premium estimates have also been used to analyze the puzzling behavior of interest rates during 2004 and 2005, which former Fed Chairman Alan Greenspan referred to as a “conundrum” (Greenspan, 2005). During this period, the Fed tightened monetary policy by substantially raising the federal funds rate, but long-term interest rates actually declined. Over the period from June 2004 to June 2005 the three-month rate increased by 1.75pps, whereas the ten-year yield declined by 0.8pps. The right panel of Table 8 reports how the different models interpret this episode. None of the models show evidence that the expectations component declined, hence the decrease in long-term yields is attributed to a falling term premium, similar to the results obtained elsewhere using conventional DTSMs (e.g. Backus and Wright, 2007). For this particular episode the interpretation of yield changes using a DTSM is not changed by imposing restrictions on risk prices.

5.3 Predictability of bond returns

It is well known that returns on U.S. Treasury bonds are predictable using current interest rates, and maximally-flexible affine Gaussian DTSMs have been shown to successfully capture this feature of interest rate data (Dai and Singleton, 2002; Singleton, 2006). The flexibility of such models enables them to match not only the cross section of yields, but also the dynamic

---

27 From June 2004 until December 2005 the FOMC increased the target for the federal funds rate 13 times by 0.25 pps each. It then tightened four more times until June 2006.
properties of yields and returns. In the restricted models proposed in the present paper, term premia and expected returns are more stable than in unrestricted models, so return predictability is naturally more limited. Can DTSMs with tight restrictions on risk pricing still match the return predictability that we see in the data?

Following Singleton (2006, Sec. 13.3.1.), I run predictive regressions for excess returns on long-term bonds and check whether the estimated $R^2$ are matched by those implied by the models, both in population and in small samples. The regression specification is similar to that of Cochrane and Piazzesi (2005):

$$r_{x,t+12} = \alpha^{(n)} + \beta^{(n)} X_t + \nu_t^{(n)},$$

(13)

where $r_{x,t+12}$ are annual holding-period returns, in excess of the one-year yield, on a bond with maturity $n$, and $\nu_t^{(n)}$ is the prediction error. The predictors here are the first three PCs of the yield curve, and hence correspond to the risk factors in the models. Equation (13) is estimated for bonds with maturities of two, five, seven, and ten years, using 204 monthly observations. The $R^2$ are reported in the first column of Table 9. Annual excess returns are strongly predictable, with 35 percent of their variation explained by level, slope, and curvature of the yield curve, consistent with the evidence in Cochrane and Piazzesi (2005). The model-implied population $R^2$ can be calculated from model parameters as described in Online Appendix G. They are typically below the values for the data, and the discrepancy is generally more pronounced for those restricted models with less variable term premia, such as $\mathcal{M}_1$. The BMA estimates imply population $R^2$ that are quite substantially below those in the data. But small-sample issues play an important role for the distribution of $R^2$ in predictive regressions (Bauer and Hamilton, 2016), hence it is necessary to consider the small-sample distribution of $R^2$ implied by the models. I obtain it by simulating, for each model, 1000 yield data sets of the same length as the original data ($T = 216$), using the posterior means of the model parameters, and then running the same regressions in the simulated as in the actual data. Table 9 reports means and standard deviations for the resulting distributions of small-sample $R^2$. Their means are notably higher than the population $R^2$, and are close to the $R^2$ in the data. The difference between the data and the small-sample values never exceeds one standard deviation. In small samples all models under consideration, including those with tightly restricted risk prices, are consistent with the empirical evidence on bond return predictability.

---

28Cochrane and Piazzesi (2005) use five forward rates as predictors, but this is neither necessary nor possible when evaluating three-factor DTSMs (see also Singleton, 2006, p. 352).
6 Conclusion

This paper has introduced a novel econometric framework to estimate DTSMs under restrictions on risk pricing. It allows for a systematic model choice among a large number of restrictions and for parsimony in otherwise overparameterized models. Empirically, the results using U.S. Treasury yields show that the data support tight restrictions on risk prices. This stands in contrast to the common practice of leaving most or all of the risk-price parameters unrestricted. The restrictions change the economic implications, because they increase the estimated persistence of interest rates and therefore make short-rate expectations (i.e., risk-neutral rates) significantly more variable. This resolves the puzzle of implausibly stable short-rate expectations shared by most conventional DTSM models.

Estimation and specification uncertainty in DTSMs are often ignored. In the words of Cochrane (2007, p. 278), “when a policymaker says something that sounds definite, such as ‘[...] risk premia have declined,’ he is really guessing.” The present paper quantifies the uncertainty around short rate forecasts and term premia. I document that model uncertainty is substantial and should not be ignored in practical applications of DTSMs.

The framework presented in the paper is more broadly applicable to DTSM estimation. Other risk-price restrictions could be considered, including but not limited to those suggested by Cochrane and Piazzesi (2005, 2008) and Joslin et al. (2011). This would open up additional potential for the no-arbitrage assumption to pin down term premium estimates. The approach can also be extended to affine DTSMs that include stochastic volatility, such as the models described in Creal and Wu (2015), in which variation in term premia is due to both changes in the prices of risk and the quantity of risk. Another important extension would be to non-affine models, such as the shadow-rate DTSMs in Kim and Singleton (2012) and Bauer and Rudebusch (2016) which incorporate the zero lower bound on nominal interest rates. All of these extensions are in principle straightforward, using block-wise MCMC algorithms similar to the ones proposed here.

An area of particular promise are macro-finance DTSMs, which include macro variables as risk factors (see, for example, Bauer and Rudebusch, 2015). In these models, the number of parameters is large and there is a risk of overfitting the joint dynamics of term structure and macro variables (Kim, 2007). These are issues that my framework can address by imposing parsimony through restrictions on risk prices. In addition, posterior inference about risk-price restrictions would allow us to better understand which macroeconomic variables drive variation in term premia and which macroeconomic shocks carry risk. These questions are among the most pressing questions in macro-finance.
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Table 1: Simulation study: risk-price restrictions

<table>
<thead>
<tr>
<th>Element of $\gamma$</th>
<th>Freq. of corr. model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)  (2)  (3)  (4)  (5)  (6)</td>
</tr>
<tr>
<td>DGP</td>
<td>0     0     0     0     1     0</td>
</tr>
<tr>
<td>MCMC</td>
<td>0.17  0.12  0.40  0.08  0.26  0.11</td>
</tr>
<tr>
<td>SSVS</td>
<td>0.42  0.05  0.24  0.10  0.59  0.06</td>
</tr>
<tr>
<td>GVS</td>
<td>0.43  0.05  0.24  0.09  0.61  0.06</td>
</tr>
<tr>
<td>RJMCMC</td>
<td>0.39  0.05  0.25  0.08  0.65  0.06</td>
</tr>
</tbody>
</table>

Risk-price specification of the data-generating process (DGP), and estimation results in simulated data. For MCMC (estimation of unrestricted model), the fraction of samples in which the 95%-credibility interval for the corresponding element of $\lambda$ did not straddle zero. For model-selection samplers, average posterior means for $\gamma$ across simulations. Last column shows the percentage of samples in which the correct model was chosen—for MCMC model choice is based on 95%-credibility intervals and for the model-selection samplers on posterior model probabilities.

Table 2: Simulation study: persistence and volatilities

<table>
<thead>
<tr>
<th>Persistence</th>
<th>Volatilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>max. eigenv.</td>
<td>$\Delta f_t$</td>
</tr>
<tr>
<td>DGP</td>
<td>0.9939</td>
</tr>
<tr>
<td>MCMC</td>
<td>posterior mean</td>
</tr>
<tr>
<td>CI contains DGP</td>
<td>87%</td>
</tr>
<tr>
<td>SSVS</td>
<td>posterior mean</td>
</tr>
<tr>
<td>CI contains DGP</td>
<td>98%</td>
</tr>
<tr>
<td>GVS</td>
<td>posterior mean</td>
</tr>
<tr>
<td>CI contains DGP</td>
<td>96%</td>
</tr>
<tr>
<td>RJMCMC</td>
<td>posterior mean</td>
</tr>
<tr>
<td>CI contains DGP</td>
<td>95%</td>
</tr>
</tbody>
</table>

Persistence and volatilities implied by data-generating process (DGP) and parameter estimates in simulated data. MCMC denotes estimation of unrestricted model. For each estimation method, the first row reports the posterior mean of the object of interest across all samples and iterations, and the second row is the fraction of samples in which the 95%-credibility interval contains the true (DGP) value. The persistence statistics are the maximum eigenvalue of $\Phi$, and the impulse-response function (IRF) for the level factor in response to level shocks at the five-year horizon. The model-implied volatilities are for changes in five-to-ten year risk-neutral forward rates (i.e., short-rate expectations), and in the forward term premium, in annualized percentage points.
Table 3: Estimates for unrestricted model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Prior</th>
<th>Posterior</th>
<th>Acc.</th>
<th>Ineff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_Q^\infty$</td>
<td>0.0117 (0.0020)</td>
<td>0.9987 0.9654 0.9322</td>
<td>52.5</td>
<td>3.4</td>
</tr>
<tr>
<td>$\phi_Q$</td>
<td>0.5000 0.5000 0.5000</td>
<td>0.9987 0.9654 0.9322</td>
<td>52.5</td>
<td>3.4</td>
</tr>
<tr>
<td>$\lambda_0$</td>
<td>(0.2887) (0.2887) (0.2887)</td>
<td>(0.0003) (0.0020) (0.0049)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>(1.0991) (0.6280) (0.1736)</td>
<td>(0.0961) (0.0604) (0.0170)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>0.2650 (0.0065)</td>
<td>0.0702 0.1492</td>
<td>46.4</td>
<td>3.8</td>
</tr>
<tr>
<td>$\sigma_e$</td>
<td>0.0413 (0.0010)</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Prior and posterior means and standard deviations, as well as average acceptance rates, where applicable, and average inefficiency factors. Parameters for which 95%-credibility intervals do not straddle zero are shown in boldface. $k_Q^\infty$, $\lambda_0$, $\Sigma$, and $\sigma_e$ are scaled by 1200 to convert to annualized percentage points.
### Table 4: Risk-price restrictions

<table>
<thead>
<tr>
<th>Model</th>
<th>SSVS Mean</th>
<th>SSVS MCSE</th>
<th>SSVS Ineff.</th>
<th>GVS Mean</th>
<th>GVS MCSE</th>
<th>GVS Ineff.</th>
<th>RJMCMC Mean</th>
<th>RJMCMC MCSE</th>
<th>RJMCMC Ineff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.321</td>
<td>0.013</td>
<td>35.9</td>
<td>0.349</td>
<td>0.014</td>
<td>44.1</td>
<td>0.276</td>
<td>0.032</td>
<td>257.9</td>
</tr>
<tr>
<td>2</td>
<td>0.038</td>
<td>0.002</td>
<td>3.3</td>
<td>0.040</td>
<td>0.001</td>
<td>2.4</td>
<td>0.026</td>
<td>0.004</td>
<td>28.4</td>
</tr>
<tr>
<td>3</td>
<td>0.095</td>
<td>0.009</td>
<td>46.6</td>
<td>0.071</td>
<td>0.009</td>
<td>63.7</td>
<td>0.148</td>
<td>0.027</td>
<td>294.2</td>
</tr>
<tr>
<td>4</td>
<td>0.214</td>
<td>0.012</td>
<td>41.4</td>
<td>0.238</td>
<td>0.012</td>
<td>41.2</td>
<td>0.201</td>
<td>0.027</td>
<td>234.0</td>
</tr>
<tr>
<td>5</td>
<td>0.066</td>
<td>0.003</td>
<td>5.7</td>
<td>0.071</td>
<td>0.002</td>
<td>1.9</td>
<td>0.068</td>
<td>0.006</td>
<td>27.4</td>
</tr>
<tr>
<td>6</td>
<td>0.048</td>
<td>0.002</td>
<td>5.3</td>
<td>0.041</td>
<td>0.002</td>
<td>3.7</td>
<td>0.063</td>
<td>0.008</td>
<td>54.1</td>
</tr>
<tr>
<td>7</td>
<td>0.984</td>
<td>0.004</td>
<td>45.2</td>
<td>0.987</td>
<td>0.003</td>
<td>36.5</td>
<td>0.969</td>
<td>0.011</td>
<td>194.1</td>
</tr>
<tr>
<td>8</td>
<td>0.090</td>
<td>0.003</td>
<td>5.4</td>
<td>0.098</td>
<td>0.002</td>
<td>1.6</td>
<td>0.094</td>
<td>0.008</td>
<td>36.2</td>
</tr>
<tr>
<td>9</td>
<td>0.055</td>
<td>0.003</td>
<td>6.6</td>
<td>0.050</td>
<td>0.002</td>
<td>3.2</td>
<td>0.058</td>
<td>0.009</td>
<td>77.8</td>
</tr>
<tr>
<td>10</td>
<td>0.094</td>
<td>0.004</td>
<td>7.9</td>
<td>0.095</td>
<td>0.003</td>
<td>4.3</td>
<td>0.107</td>
<td>0.011</td>
<td>66.5</td>
</tr>
<tr>
<td>11</td>
<td>0.051</td>
<td>0.002</td>
<td>3.9</td>
<td>0.052</td>
<td>0.001</td>
<td>1.7</td>
<td>0.043</td>
<td>0.005</td>
<td>34.7</td>
</tr>
<tr>
<td>12</td>
<td>0.098</td>
<td>0.009</td>
<td>47.4</td>
<td>0.069</td>
<td>0.009</td>
<td>61.9</td>
<td>0.138</td>
<td>0.027</td>
<td>295.0</td>
</tr>
</tbody>
</table>

Results for $\gamma$ for each sampling approach: the $i$-th row shows posterior means, Monte Carlo standard errors, and inefficiency factors for the sampled paths of the $i$-th element of $\gamma$. The first three rows correspond to the indicators restricting $\lambda_0$, and rows four to twelve correspond to those for $\lambda_1$, in column-major order.

### Table 5: Posterior model probabilities

<table>
<thead>
<tr>
<th>Model</th>
<th>SSVS Freq.</th>
<th>SSVS Odds</th>
<th>GVS Freq.</th>
<th>GVS Odds</th>
<th>RJMCMC Freq.</th>
<th>RJMCMC Odds</th>
<th>AIC</th>
<th>SBIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>0.3596</td>
<td>1.0</td>
<td>0.3636</td>
<td>1.0</td>
<td>0.3505</td>
<td>1.0</td>
<td>-25317.3</td>
<td>-25280.1</td>
</tr>
<tr>
<td>1,4,7</td>
<td>0.0968</td>
<td>3.7</td>
<td>0.1127</td>
<td>3.2</td>
<td>0.0776</td>
<td>4.5</td>
<td>-25322.9</td>
<td>-25279.0</td>
</tr>
<tr>
<td>1,7</td>
<td>0.0894</td>
<td>4.0</td>
<td>0.0874</td>
<td>4.2</td>
<td>0.0773</td>
<td>4.5</td>
<td>-25319.3</td>
<td>-25278.8</td>
</tr>
<tr>
<td>7,10</td>
<td>0.0352</td>
<td>10.2</td>
<td>0.0327</td>
<td>11.1</td>
<td>0.0333</td>
<td>10.5</td>
<td>-25316.6</td>
<td>-25276.1</td>
</tr>
<tr>
<td>7,8</td>
<td>0.0350</td>
<td>10.3</td>
<td>0.0378</td>
<td>9.6</td>
<td>0.0347</td>
<td>10.1</td>
<td>-25317.5</td>
<td>-25277.0</td>
</tr>
<tr>
<td>5,7</td>
<td>0.0226</td>
<td>15.9</td>
<td>0.0253</td>
<td>14.4</td>
<td>0.0206</td>
<td>17.0</td>
<td>-25317.1</td>
<td>-25276.6</td>
</tr>
<tr>
<td>3,7,12</td>
<td>0.0203</td>
<td>17.7</td>
<td>0.0115</td>
<td>31.7</td>
<td>0.0515</td>
<td>6.8</td>
<td>-25320.8</td>
<td>-25277.0</td>
</tr>
<tr>
<td>4,7</td>
<td>0.0201</td>
<td>17.9</td>
<td>0.0147</td>
<td>24.7</td>
<td>0.0163</td>
<td>21.5</td>
<td>-25315.3</td>
<td>-25274.8</td>
</tr>
<tr>
<td>7,9</td>
<td>0.0154</td>
<td>23.3</td>
<td>0.0151</td>
<td>24.1</td>
<td>0.0136</td>
<td>25.7</td>
<td>-25315.6</td>
<td>-25275.1</td>
</tr>
<tr>
<td>7,11</td>
<td>0.0152</td>
<td>23.6</td>
<td>0.0157</td>
<td>23.2</td>
<td>0.0141</td>
<td>24.8</td>
<td>-25316.2</td>
<td>-25275.7</td>
</tr>
</tbody>
</table>

Posterior model probabilities and posterior odds ratios relative to the modal model for the 10 most frequently visited models, as well as Akaike Information Criterion (AIC) and Schwartz-Bayes Information Criterion (SBIC) from maximum likelihood estimates of restricted models. Models are denoted by the indices of the unrestricted elements in $\lambda$. 

models visited: 584 / 4096 (14.3 %), 549 / 4096 (13.4 %), 297 / 4096 (7.3 %)
### Table 6: Model selection and prior dispersion

<table>
<thead>
<tr>
<th>$g$</th>
<th>Frequency Models visited Posterior</th>
<th>$M_1$</th>
<th>freq. $\geq$ 1%</th>
<th>total</th>
<th>$E(a)$</th>
<th>$P(a \leq 2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,000</td>
<td>89.4%</td>
<td>3</td>
<td>78</td>
<td>1.1</td>
<td>99.5%</td>
<td></td>
</tr>
<tr>
<td>1,000</td>
<td>72.4%</td>
<td>8</td>
<td>200</td>
<td>1.3</td>
<td>92.8%</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>36.4%</td>
<td>15</td>
<td>549</td>
<td>2.2</td>
<td>64.7%</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>4.9%</td>
<td>13</td>
<td>1682</td>
<td>4.1</td>
<td>16.0%</td>
<td></td>
</tr>
<tr>
<td>Prior</td>
<td>0.02%</td>
<td>–</td>
<td>–</td>
<td>6</td>
<td>0.3%</td>
<td></td>
</tr>
</tbody>
</table>

Model selection results for different levels of prior dispersion: frequencies of model $M_1$, number of models that are visited with at least 1% relative frequency, number of models visited at least once, posterior mean number of $a$ and posterior probability that $a \leq 2$, where $a$ denotes the number of unrestricted risk-price parameters. The bottom row shows prior quantities for comparison.

### Table 7: Persistence and volatility

<table>
<thead>
<tr>
<th>Model</th>
<th>Max. eigenvalue</th>
<th>Volatilities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Q</td>
<td>P</td>
</tr>
<tr>
<td>M0</td>
<td>0.9987</td>
<td>0.9835</td>
</tr>
<tr>
<td></td>
<td>[0.9979, 0.9992]</td>
<td>[0.9870, 0.9956]</td>
</tr>
<tr>
<td>M1</td>
<td>0.9985</td>
<td>0.9225</td>
</tr>
<tr>
<td></td>
<td>[0.9980, 0.9992]</td>
<td>[0.9869, 0.9935]</td>
</tr>
<tr>
<td>M2</td>
<td>0.9986</td>
<td>0.9788</td>
</tr>
<tr>
<td></td>
<td>[0.9980, 0.9992]</td>
<td>[0.9734, 0.9975]</td>
</tr>
<tr>
<td>M3</td>
<td>0.9986</td>
<td>0.9891</td>
</tr>
<tr>
<td></td>
<td>[0.9980, 0.9993]</td>
<td>[0.9734, 0.9975]</td>
</tr>
</tbody>
</table>

Persistence of the dynamic system under the Q-measure and the P-measure, and volatility of monthly changes in five-to-ten-year fitted forward rates, risk-neutral forward rates (short rate expectations), and forward term premia. Posterior mean, median (in parentheses), and 95%-credibility intervals (in squared brackets).
Table 8: Historical changes in long-term rates and expectations

<table>
<thead>
<tr>
<th></th>
<th>Sample period</th>
<th></th>
<th>Conundrum period</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1990</td>
<td>2007</td>
<td>Change</td>
<td>Jun-94</td>
</tr>
<tr>
<td>Ten-year yield</td>
<td>8.5</td>
<td>4.6</td>
<td>-3.8</td>
<td>4.7</td>
</tr>
<tr>
<td>Exp. M0</td>
<td>4.4</td>
<td>3.8</td>
<td>-0.6</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>[2.6, 6.2]</td>
<td>[2.0, 5.6]</td>
<td>[-2.4, 1.3]</td>
<td>[0.6, 4.3]</td>
</tr>
<tr>
<td>M1</td>
<td>4.7</td>
<td>2.0</td>
<td>-2.7</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>[3.3, 6.0]</td>
<td>[1.0, 2.9]</td>
<td>[-3.1, -2.3]</td>
<td>[-0.1, 2.5]</td>
</tr>
<tr>
<td>M2</td>
<td>4.8</td>
<td>4.3</td>
<td>-0.5</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>[3.9, 5.8]</td>
<td>[2.9, 5.4]</td>
<td>[-1.8, 0.2]</td>
<td>[1.9, 4.4]</td>
</tr>
<tr>
<td>M3</td>
<td>5.3</td>
<td>3.6</td>
<td>-1.7</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>[3.7, 6.8]</td>
<td>[1.6, 5.3]</td>
<td>[-2.8, -0.8]</td>
<td>[0.5, 3.6]</td>
</tr>
<tr>
<td>BMA</td>
<td>4.7</td>
<td>2.6</td>
<td>-2.1</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>[3.0, 6.4]</td>
<td>[0.7, 5.0]</td>
<td>[-3.2, 0.0]</td>
<td>[-0.6, 4.0]</td>
</tr>
</tbody>
</table>

Changes in five-to-ten-year forward rates and model-implied risk-neutral rates over (i) the entire sample period (using averages over the first and last year in the sample), and (ii) the conundrum period. Numbers in squared brackets are 95%-credibility intervals. Numbers may not add up due to rounding.

Table 9: Return predictability

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2 years</td>
<td>0.35</td>
<td>0.36</td>
<td>(0.16)</td>
<td>0.14</td>
<td>(0.26)</td>
<td>0.30</td>
<td>(0.37)</td>
<td>0.36</td>
<td>(0.37)</td>
<td>0.21</td>
<td>(0.30)</td>
</tr>
<tr>
<td>5 years</td>
<td>0.35</td>
<td>0.25</td>
<td>(0.13)</td>
<td>0.11</td>
<td>(0.27)</td>
<td>0.25</td>
<td>(0.37)</td>
<td>0.31</td>
<td>(0.38)</td>
<td>0.16</td>
<td>(0.31)</td>
</tr>
<tr>
<td>7 years</td>
<td>0.36</td>
<td>0.23</td>
<td>(0.13)</td>
<td>0.11</td>
<td>(0.29)</td>
<td>0.26</td>
<td>(0.38)</td>
<td>0.32</td>
<td>(0.39)</td>
<td>0.16</td>
<td>(0.32)</td>
</tr>
<tr>
<td>10 years</td>
<td>0.35</td>
<td>0.20</td>
<td>(0.12)</td>
<td>0.11</td>
<td>(0.29)</td>
<td>0.26</td>
<td>(0.39)</td>
<td>0.32</td>
<td>(0.40)</td>
<td>0.16</td>
<td>(0.33)</td>
</tr>
</tbody>
</table>

Predictability of annual excess returns, measured by $R^2$ for regressions of annual excess returns on the first three principal components of yields. The first column reports the $R^2$ for the actual yield data. Subsequent columns contain, for each model, the model-implied population $R^2$, and the small-sample $R^2$ based on repeated simulation, with standard errors in parentheses.
Figure 1: Term structures of volatility

Posterior means of volatilities of changes in fitted forward rates (thin solid line) and risk-neutral forward rates (thick solid line), as well as 95%-credibility intervals for risk-neutral volatilities (dashed lines).
Actual and fitted five-to-ten-year forward rates and estimated expectations and term premium components. Top panel: forward rates and estimates of risk-neutral forward rates (RN) across models. Bottom panel: forward rates and estimates of forward term premium (TP) across models. The fitted yields is obtained from $M_0$. 

Figure 2: Expectations and term premium