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Abstract

Unusual circumstances often coincide with unusual fiscal policy actions. Much attention has been paid to estimates of how fiscal policy affects the macroeconomy, but these are typically average treatment effects. In practice, the fiscal “multiplier” at any point in time depends on the monetary policy response. Using the IMF fiscal consolidations dataset for identification and a new decomposition-based approach, we show how to evaluate these monetary-fiscal effects. In the data, the fiscal multiplier varies considerably with monetary policy: it can be zero, or as large as 2 depending on the monetary offset. We show how to decompose the typical macro impulse response function into (1) the direct effect of the intervention on the outcome; (2) the indirect effect due to changes in how other covariates affect the outcome when there is an intervention; and (3) a composition effect due to differences in covariates between treated and control subpopulations. This Blinder-Oaxaca-type decomposition provides convenient way to evaluate the effects of policy, state-dependence, and balance conditions for identification.
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1. Introduction

What is the fiscal multiplier? This is one of the most commonly asked macroeconomic policy questions in recent times. In principle the definition is clear: The multiplier tells us how many extra dollars of additional economic output are gained or lost by changing government expenditure or taxation (or a mix of the two) by one dollar. Given the turbulent economic events of the last decade or so—and those now underway—there continues to be much interest in estimates of this object. Can government stimulus boost the economy in times of economic hardship? If a government tightens policy by cutting spending or raising taxes, will this create a recession? These are some of the crucial policy questions that require knowing the fiscal multiplier.

But, despite the importance of these questions, there is still much disagreement about existing empirical estimates. Some of this uncertainty reflects the challenging issue of isolating cause and effect. Macroeconomic policy affects the economy but also responds to it. Many important contributions have made progress on this front. Our paper tackles a more conceptual problem: there is no such thing as the fiscal multiplier in the data. One of the most obvious reasons is that monetary policy may not offset the effects of fiscal policy in the same way across time or across countries.

This insight, of course, exists in many macroeconomic theories and has been noted in policy debate. The fiscal multiplier in the data is not necessarily, for example, the same object as the Keynesian multiplier found in many undergraduate textbooks. That concept, which follows from the Keynesian Cross, usually assumes unchanged interest rates. Recent theoretical work on the interest rate Zero Lower Bound notes that when monetary policy is unable or unwilling to offset the effects of a fiscal stimulus, fiscal multipliers can be considerably larger.

To date, however, the literature has struggled to document the general importance of this interaction of monetary and fiscal policy empirically. As a result, much policy advice has been given using multiplier estimates that are likely to depend on the particular average response of monetary policy in the past. But there is, of course, nothing average about many of the episodes in which a government may contemplate making large and unusual changes in fiscal policy, a situation we find ourselves in again.

In this paper we introduce a new empirical approach for examining this interaction of monetary and fiscal policy. Our goal is to answer the question: Does the fiscal multiplier in the data depend on the behavior of monetary policy? And, if so, by how much?

Impulse responses are typically used to characterize the dynamic causal effect of a policy intervention in macroeconomics. These can be interpreted as the dynamic counterpart of the ubiquitous average treatment effect reported in applied microeconomics. In a typical randomized controlled trial, the average treatment effect compares the expectation of the outcome variable under intervention (the treatment subpopulation) with the expectation absent intervention (the control subpopulation), both conditional on observable information. Impulse responses can similarly be seen as the difference between two such forecasts based on conditional expectations. Thus, a natural and convenient way to compute impulse responses is via local projections (Jordà, 2005).
In this paper, we start from the insight that impulses responses estimated by local projection (LP) can actually be decomposed further. The decomposition methods that we introduce take the LP approach in Jordà (2005) and extend it to be able to carry out the well-known Blinder-Oaxaca decomposition (Blinder, 1973; Oaxaca, 1973). This decomposition is standard in applied microeconomics (Fortin, Lemieux, and Firpo, 2011), but until now it has not found equivalent acceptance in applied macroeconomics. We argue that it should.

We show that the Blinder-Oaxaca decomposition of an impulse response function allows us to evaluate the importance of three separate effects. The first component is the typical average treatment effect. We refer to this as the direct effect of the fiscal intervention on outcomes, e.g., GDP. This measure will take the average response of monetary policy as given. Second, what we call the composition effect allows us to quantify in an easily expressible manner any bias due to imperfect pseudo-randomization. That is, it is the bias that arises due to differences in the average value of the controls in the treated and control subpopulations, or lack of balance. In the ideal randomization of an intervention, the average values of observed controls in each subpopulation should be the same. In small samples this is usually not the case. The further we are from the ideal, the more bias seeps into the estimate of the treatment effect. Ideally, these differences would vanish under appropriate identification so the composition effect is itself a measure of how successful identification is. Third, and most importantly for our purpose, the decomposition reveals an indirect effect coming from the fact that policy interventions can, themselves, change how other variables influence the outcomes. In the context of monetary-fiscal interactions, a less aggressive monetary regime may translate into a larger recession following a contractionary fiscal intervention. Traditional estimates of impulse responses, such as those based on linear vector autoregressions (VARs), implicitly assume these indirect effects are zero but, as discussed above, and as we show, quantifying these have important implications for how to interpret empirical estimates of the fiscal multiplier in the data.

This paper therefore makes three main contributions. First, we show that fiscal multipliers are around 1 on average, but there is a sizable degree of non-linearity. Second, following a fiscal contraction, when the degree of monetary accommodation is limited, fiscal multipliers can become large. In our policy experiments, fiscal multipliers can be as low as zero, or as high as a range around 2 with tighter monetary conditions, not out of line with the original multiplier of 2.5 posited by Keynes (1936). This result also has wider theoretical implications as an interaction effect is only present in models with nominal rigidities and where fiscal policy, at least partly, affects GDP through aggregate demand. Third, we show how to introduce decomposition methods into macroeconomics. Our decomposition approach turns out to be straightforward to implement and allows for a great deal of unspecified state-dependence. We show that a number of other state variables such as the change in the fiscal deficit and the size of the fiscal consolidation do not materially affect the size of the fiscal multiplier but, like other papers in the literature, we confirm that fiscal multipliers are larger in slumps (cyclically-low output states). Our approach will hopefully have practical implications for all researchers interested in estimating the non-linear, state-dependent, or time-varying effects of policy interventions using straightforward linear estimators.
This paper is, of course, related to a sizable existing literature on the empirical fiscal multiplier, as well as the growing literature on the state dependent effects of both monetary and fiscal policy. The former literature has largely focused on how to identify exogenous changes in policy and how to correctly measure the average treatment effect in the country and period in question. For example, Blanchard and Perotti (2002) and Mountford and Uhlig (2009) identify the effect of fiscal policy by imposing restrictions in a vector autoregressions framework. Numerous applications have followed these VAR-based approaches. Romer and Romer (2010) pioneered a “narrative” approach which uses historical information to isolate episodes of exogenous fiscal policy changes unrelated to current economic conditions. These methods are essentially looking for historical natural experiments. A number of papers have applied or refined this method including Barro and Redlick (2011), Cloyne (2013), Mertens and Ravn (2013), Guajardo, Leigh, and Pescatori (2014), Hayo and Uhl (2014), Cloyne and Surico (2017), Gunter, Riera-Crichton, Végh, and Vuletin (2018), Nguyen, Onnis, and Rossi (2017), Hussain and Lin (2018), Cloyne, Dimsdale, and Postel-Vinay (2018).

Following the narrative tradition, we will use an influential study from the IMF identifying periods of exogenous fiscal treatment. This study by Guajardo, Leigh, and Pescatori (2014) employs the Romer and Romer (2010) definition of an exogenous fiscal consolidation to identify exogenous episodes across 17 OECD countries from 1978 to 2009. There are three reasons for using the Guajardo, Leigh, and Pescatori (2014) dataset. First, our contribution is not a new identification of fiscal shocks. Rather, we use take the Guajardo, Leigh, and Pescatori (2014) consolidation episodes and show how the fiscal multiplier varies with monetary policy. Second, this is one of the few datasets to consider both spending and taxes using a narrative approach. We will therefore consider the fiscal multiplier based on a one-dollar tightening of the government budget, rather than focusing on solely on taxes or spending (as is common in other narrative papers). Third, the cross-country nature of the data allows us to exploit the panel nature of the dataset. Studying non-linear effects and state-dependence naturally asks more of the data and larger sample sizes are preferable.

In considering how the effect of a fiscal intervention varies with monetary policy, we also relate to a growing literature on the state-dependent effects of policy changes. For example, a number of papers have examined whether the impact of fiscal policy could vary depending on economic circumstances (Auerbach and Gorodnichenko, 2012; Corsetti, Kuester, Meier, and Müller, 2010; DeLong and Summers, 2012; Jordà and Taylor, 2016). Many papers in this literature have focused on a particular dimension of state dependence such as booms versus slumps, or expansions versus recessions. Some, however, considered whether the fiscal multiplier might be larger when there is no response of monetary policy. Part of this literature has focused on fiscal multipliers at the zero lower bound (see, e.g., Christiano, Eichenbaum, and Rebelo (2011); Eggertsson (2011) on the theoretical side and Ramey and Zubairy (2018); Crafts and Mills (2013) for empirical studies). More generally, Leeper, Traum, and Walker (2017), using an estimated medium-scale DSGE model, show that the fiscal multiplier is sensitive to the degree of monetary accommodation, a theoretical result that is part of our main motivation; they also show that the multiplier can be considerably larger in periods where monetary policy is passive (periods where inflation is then determined
Canova and Pappa (2011) use sign-restrictions in a vector auto-regression framework to examine what aspects of the data might affect the multiplier. They find that imposing a no-monetary response generates a larger multiplier. Our findings also relate to multiplier estimates using regional variation where, among other things, the aggregate effects of monetary policy are held constant (for examples see Acconcia, Corsetti, and Simonelli, 2014; Nakamura and Steinsson, 2014; Corbi, Papaioannou, and Surico, 2019). Reviewing this literature, Chodorow-Reich (2019) concludes that these “cross-sectional” multipliers are consistent with an aggregate “no-monetary-policy-response” multiplier of 1.7 or above.¹

Relative to all these papers, our focus is different. We aim to directly quantify the importance of this monetary-fiscal interaction on the aggregate fiscal multiplier more generally, and not just in certain episodes (e.g., those at the zero lower bound). Furthermore, the Blinder-Oaxaca decomposition we propose has wider implications for measuring the effects of policy treatments in macroeconomics. We will be able to control for many other possible dimensions of heterogeneity in a very flexible way. Using our decomposition, estimation and inference is easily obtained by standard linear regression methods, but is sufficiently general to allow for a great deal of unspecified state-dependence.

Although the new decomposition methods introduced here are an important refinement, in principle they have some important limitations. As Fortin, Lemieux, and Firpo (2011) have noted, the Blinder-Oaxaca decomposition itself follows a partial equilibrium type of approach. In particular, it is not necessarily correct to infer how much more or less effective a policy would be if, say, GDP growth were negative versus positive. The decomposition measures differences in fiscal policy effectiveness by averaging across alternative historical episodes whose make-up it takes as given. The chosen dimension of heterogeneity is, however, likely to be correlated with many other macroeconomic outcomes. This insight, which clearly follows from the Blinder-Oaxaca decomposition, illustrates the issue facing almost all papers in the existing state-dependence literature. Understanding the state dependent nature of policy interventions in a causal sense requires further identifying assumptions.

To take the next step and address this issue, we use an approach that exploits the panel nature of the Guajardo, Leigh, and Pescatori (2014) fiscal dataset. To examine how the fiscal multiplier varies according to the monetary policy response, we exploit the fact that different countries may have different monetary regimes with respect to accommodation.² This heterogeneity makes interest rates differentially sensitive to fiscal policy on average and generates cross-sectional variation that is useful for identification. Using this feature of the data, we show that fiscal interventions have very different effects on GDP depending on whether the intervention occurs in a more or less accommodative monetary regime.³ Exploiting the Blinder-Oaxaca decomposition, we can then

¹Guajardo, Leigh, and Pescatori (2011) also discuss how the degree of monetary accommodation might explain differences between their estimated spending and tax multipliers but do not formally attempt to estimate this interaction more generally.
²We will also discuss the implications of relaxing the strictness of this assumption later. In the robustness section we also consider an alternative identification strategy using monetary policy shocks.
³In exploiting the differential sensitivity of countries to (fiscal) shocks, our approach is connected to the sensitivity instrument approach in Guren, McKay, Nakamura, and Steinsson (2018).
quantify how the fiscal multiplier varies with the degree of monetary accommodation. Second, we use a measure of monetary policy shocks to identify periods of unusually tight or lose monetary policy that happen to occur during periods of fiscal consolidation.

Our paper shows macroeconomists how extending the local projections framework to perform decompositions in this manner turns out to be both a straightforward and valuable contribution. Even within the confines of standard linear regression methods, one can allow for considerable heterogeneity and state-dependence of unknown form. Our decomposition is more general than conventional methods of estimating state-dependent impulse response functions because all controls can, in principle, interact with the policy intervention. The state is thus characterized by not just one thread, but by the entire macroeconomic tapestry at the time of intervention.

The structure of the paper is as follows. Next, in Section 2, we discuss the data and outline the general empirical approach. Section 3 formally discusses the decomposition methods we use and how these can be introduced into macroeconomic analysis using local projections. Section 4 applies this new method to study the interaction of monetary policy and the fiscal multiplier. Section 5 illustrates the success of the Blinder-Oaxaca approach and our identification strategy using simulations from a New Keynesian model where the fiscal multiplier varies with the degree of monetary offset. Section 6 conducts a number of robustness checks. We then conclude and discuss some policy implications.

2. Motivation and data

Our goal is to study the dynamic causal effect of changes in fiscal policy on economic activity, and to estimate how this effect might vary with monetary policy. The first requirement is that we have a way of identifying exogenous variation in fiscal policy. Our contribution is not, however, about the identification of fiscal shocks and there is large literature concerned with how to isolate exogenous movements in fiscal policy. For identification, we therefore use an off-the-shelf and well-established dataset of exogenous fiscal interventions: Guajardo, Leigh, and Pescatori (2014) construct a cross-country panel dataset of plausibly exogenous movements government spending and taxes that were introduced for the purpose of fiscal consolidation. The identification approaches follows Romer and Romer (2010) and focuses on consolidations that were designed to tackle an inherited historical budget deficit but were not responding to current business cycle fluctuations.

Although Guajardo, Leigh, and Pescatori (2014) use a mix of distributed lag models and vector autoregressions for estimation, in the next section we will follow Jordà and Taylor (2016) and employ local projections to show how the Blinder-Oaxaca decomposition can be tractably applied to the estimation of impulse response functions in that framework. When we estimate these local projections our baseline specification is

\[ y_{i,t+h} - y_{i,t-1} = \mu_i^h + (x_{i,t} - \bar{x}) \gamma^h + f_{i,t} \beta^h + \omega_{i,t+h} \quad h = 0, 1, \ldots, H, \]  

(1)
**Figure 1:** Effects of a 1 percentage point of GDP fiscal consolidation

(a) Response of GDP (%)  
(b) Response of short term real interest rate (% points)

Notes: Vertical axes reported in percent change with respect to the origin. One and two standard deviation confidence bands for each coefficient estimate shown as grey areas. Local projections as specified in equation (1) using two lags of each control described therein. Sample 1978:1–2009:4. See text.

where $y$ is a particular variable of interest, for example log GDP or the real interest rate; $t$ refers to the time period and $i$ refers to the country; $\mu_i$ is a country fixed effect; $x_{i,t}$ is a vector of additional controls; and $f_{i,t}$ is the policy treatment, in this case the country-specific fiscal consolidation shock. In typical empirical fiscal multiplier papers, $\beta^h$ is the key object of interest: the percent effect on, e.g., GDP, following a 1% of GDP fiscal consolidation. As additional controls we include two lags of the deficit to GDP ratio, the change in the real interest rate and, following Jordà and Taylor (2016), the output gap to control for the state of the cycle.

In terms of the dependent variables, we make use a slightly different cross-country dataset. A number of variables of interest, such as the response of the deficit to GDP ratio, are not available in the Guajardo, Leigh, and Pescatori (2014) dataset. We therefore merge the Guajardo, Leigh, and Pescatori (2014) fiscal consolidation shocks with the Jordà, Schularick, and Taylor (2017) Macrohistory Database (http://www.macrohistory.net/data/) which contains a wider array of variables we can employ as outcomes in our local projection analysis.

As an empirical starting point, Figure 1 motivates our paper by showing the impulse response functions estimated from Equation 1. The figure shows that a 1% of GDP improvement in the government fiscal balance leads to a peak fall in GDP of around 1% over 4 years. Despite some

---

4This could be interpreted as one measure of a fiscal multiplier. But later we compute cumulative multipliers from the IRFs to explicitly take account of the full dynamic path of GDP and the fiscal variables.

5Including time fixed effects extends standard error bands without affecting the point estimates. Thus, to improve the precision of the estimates in the Blinder-Oaxaca decomposition discussed below, we capture a time-varying global factor by including world real GDP growth.
differences in sample and specification, Panel (a) of Figure 1 is very similar to the original results in Guajardo, Leigh, and Pescatori (2014). The comparable IRF is shown in Figure 2 of the working paper version, Guajardo, Leigh, and Pescatori (2011), and is very similar to Figure 1, with a peak effect on GDP occurring 2–3 years after the shock, and between 0.5 and 1% in magnitude.\footnote{Guajardo, Leigh, and Pescatori (2011, 2014) estimate the following type of empirical specification:}

Looking to Panel (b) of Figure 1 highlights the main focus of our analysis. On average, real short term interest rates fall following a fiscal consolidation. To the extent that monetary policy can support the economy when GDP falls, the decline in the real short rate implies that the average fiscal consolidation is associated with monetary accommodation, which is perhaps not unexpected. The exact effect on GDP, however, will depend in the precise degree of accommodation by the monetary authority. What we see in Figure 1 is only the effect on average. If the fall in the real rate were smaller, for example, we might expect to see a more severe contraction in GDP. Quantifying exactly this interaction empirically, and what it means for the multiplier, is the crux of this paper.

3. **Decomposing the fiscal multiplier**

In this section we formally motivate and introduce the Blinder-Oaxaca decomposition, show how it can be applied to time-series analysis, and then use it to produce a decomposition of an impulse response function. As a new tool in time-series analysis, some preliminary motivation and explanation is required. At the end of this section, we will present the Blinder-Oaxaca decomposition of Figure 1 and discuss how the approach can be used to study the interaction of monetary and fiscal policy. In the next section we will then explicitly use this decomposition to quantify how the fiscal multiplier may vary with monetary policy.

3.1. **Preliminary statistical discussion and intuition**

When it comes to investigating causal relationships, randomized controlled trials are generally viewed as the gold standard. We briefly discuss some basic ideas in this paradigm to motivate the local projection decomposition that we introduce later on. Formal statements of any assumptions needed can be found in, e.g., Wooldridge (2001) and Fortin, Lemieux, and Firpo (2011). Here we focus on the intuition.

\[ \Delta y_{i,t} = a_i + \lambda_t + \sum_{j=1}^{2} b_{i} \Delta y_{i,t-j} + \sum_{j=0}^{2} c_j F_{i,t-j} + \epsilon_{i,t}. \]

In the published paper $F$ is the change in the Cyclically Adjusted Primary Balance, instrumented with the newly constructed fiscal shocks, $f_{i,t}$. In the working paper version, the underlying impulse response functions for GDP following a 1% movement in the newly constructed fiscal shock are reported. As discussed in Ramey (2016), the 2SLS estimate of the multiplier is equivalent to computing the raw effect on the level of GDP and dividing this by the response of the endogenous fiscal variable (e.g., the CAPB or the fiscal deficit). When we construct fiscal multipliers below we will follow a similar approach by effectively instrumenting the deficit to GDP ratio with the Guajardo, Leigh, and Pescatori (2014) constructed fiscal shocks.
Suppose that we are interested in the response of an outcome variable, $y$, to a randomly assigned intervention, $s$. Hence $s \in \{0, 1\}$ is randomly assigned, at least conditional on controls $x$. The observed data are therefore generated by:

$$y = (1 - s) y_0 + s y_1 = y_0 + s (y_1 - y_0).$$

That is, the observed random variable $y$ is either the random variable $y_0$, which is observed when $s = 0$, or it is $y_1$ when $s = 1$. As is standard, we refer to $y_0$ and $y_1$ as potential outcomes in the terminology of the Rubin causal model (Rubin, 1974).

These potential outcomes are random variables $y_j$ with $j \in \{0, 1\}$. Suppose they have unconditional mean $E(y_j) = \mu_j$. A natural statistic of interest is $E(y_1 - y_0) = \mu_1 - \mu_0$, that is, the average difference in the unconditional mean between the treated and the control subpopulations. Note that the observed data belong to one state or the other. One cannot simultaneously observe both states.

The potential outcomes notation can be somewhat new to applied macroeconomists. A few examples can help clarify basic notions. In a randomized controlled trial, a common (strong) ignorability assumption is that $y_j \perp s$ for $j = 0, 1$. This assumption does not imply that $y$ and $s$ are unrelated. Rather, the assumption means that the choice of intervention $s$ is unrelated to the potential outcomes that may happen for a given choice of $s \in \{0, 1\}$. Hence a quantity such as $E(y_1 | s = 0)$ is well defined. It refers to the expected value that the random variable $y_1$—from the treated subpopulation—would counterfactually take had it not been exposed to treatment and instead had been placed in the control group. We will use such counterfactual expectations below.

#### 3.2. The Blinder-Oaxaca decomposition

Without loss of generality, we can write $y_j = \mu_j + v_j$ where $E(v_j) = 0$ since $E(y_j) = \mu_j$ by definition. Any heterogeneity in the treated and control subpopulations is therefore relegated to the terms $v_j$. Whenever covariates (explanatory variables or, simply, controls) $x$ are available, they are useful to characterize heterogeneity across units (and later for us, across time) and we may assume additivity so that $v_j = g(x) + \epsilon_j$. As a starting point it is natural to further assume that these covariates enter linearly, so that $v_j = (x - E(x))\gamma_j + \epsilon_j$. We include the covariates in deviations from their unconditional mean to ensure that $E[(x - E(x))\gamma_j] = 0$, in which case unobserved heterogeneity is such that $E(\epsilon_j) = 0$. If observed heterogeneity is well captured by the vector of explanatory variables and the linearity assumption is correct, then it is also the case that $E(\epsilon_j|x_j) = 0$. That is, the projection of $y_j$ onto $x_j$ is properly specified.

Researchers are often interested in understanding the overall effect of the intervention on outcomes. The Blinder-Oaxaca decomposition (Blinder, 1973; Oaxaca, 1973) is used often in applied microeconomics for this purpose. It is worth going through its derivation here before later using similar arguments on local projections. These derivations borrow heavily from Wooldridge (2001) and Fortin, Lemieux, and Firpo (2011).
The overall average treatment effect of the intervention can be written as:

\[
E(y_1|s = 1) - E(y_0|s = 0) = E[E(y_1|x, s = 1)|s = 1] - E[E(y_0|x, s = 0)|s = 0]
\]

\[
= \{\mu_1 + E[x - E(x)|s = 1]\gamma_1 + E(\epsilon_1|s = 1)\}
\]

\[
- \{\mu_0 + E[x - E(x)|s = 0]\gamma_0 + E(\epsilon_0|s = 0)\}\}.
\] (3)

Straightforwardly, by adding and subtracting \(E[x - E(x)|s = 1]\gamma_0\), Equation 3 can be rearranged as:

\[
E(y_1|s = 1) - E(y_0|s = 0) = (\mu_1 - \mu_0)
\]

\[
+ E[x - E(x)|s = 1](\gamma_1 - \gamma_0)
\]

\[
+ \{E[x - E(x)|s = 1] - E[x - E(x)|s = 0]\}\gamma_0.
\] (4)

Equation 4 contains three interesting terms. The first \(\mu_1 - \mu_0\) is the difference in the unconditional means of the treated and control subpopulations. We refer to it as the direct effect of an intervention.

The second term \(E[x - E(x)|s = 1](\gamma_1 - \gamma_0)\) reflects changes in how the covariates affect the outcome due to the intervention. We will refer to this term as the indirect effect of intervention. For example, a background in mathematics may translate into a higher salary for workers assigned to take additional training in computer science, but may not be otherwise helpful if there is no complementarity between both knowing mathematics and computer science. Notice that \(E[x - E(x)|s = 1]\gamma_0\) explores the salary of workers with a given background in mathematics, had they been counterfactually assigned not to take the additional training in computer science. A natural hypothesis we will be interested in testing is \(H_0 : \gamma_1 - \gamma_0 = 0\). Failure to reject the null suggests that the effect of the covariates on the outcome is not affected by the intervention. Crucially, it turns out that, up to now, traditional estimates of impulse responses have implicitly assumed this to be the case. Later on, we will see that such a hypothesis plays a critical role in evaluating impulse response state-dependence.

The final term \(\{E[x - E(x)|s = 1] - E[x - E(x)|s = 0]\}\gamma_0\) reflects how, all else equal, the effect of the intervention may be driven simply by differences in the average value of the explanatory variables between the treated and control subpopulations. We will call this term the composition effect. A test of the null \(H_0 : E[x - E(x)|s = 1] - E[x - E(x)|s = 0] = 0 \rightarrow H_0 : E[x|s = 1] - E[x|s = 0] = 0\) is useful to determine the balance of the distribution of covariates between treated and control subpopulations. In a proper randomized control trial, there should be no differences and the null would not be rejected. A rejection of the null instead indicates that selection into treatment could depend on the value of the covariates and hence introduce selection bias in the estimation. Small sample measurement of the composition effect can be used to sterilize the biased average treatment effect estimate that would result otherwise.
In practice, a natural way to obtain each term in the decomposition of Equation 4 in a finite sample would be to estimate the following regression, using Equation 2 as the springboard,

\[ y_i = \mu_0 + (x_i - \bar{x})\gamma_0 + s_i\{\beta + (x_i - \bar{x})\theta\} + \omega_i, \]  

(5)

where \( \hat{\beta} = \hat{\mu}_1 - \hat{\mu}_0 \) is an estimate of the direct effect; \( \hat{\theta} = \hat{\gamma}_1 - \hat{\gamma}_0 \) and hence \( \hat{\theta} \) is an estimate of the indirect effect. The notation \( \bar{x}_1 \) refers to the sample mean of the covariates for the treated units.

A test of the null \( H_0: \theta = 0 \) is a test of the null that the indirect effect is zero on average (although the specific realizations may have non-zero effects, as we shall see). In that case the covariates affect the outcomes in the same way, on average whether or not a unit is treated. Finally, the term \( (\bar{x}_1 - \bar{x}_0)\gamma_0 \) is an estimate of the composition effect and a natural balance test is a test of the null \( H_0: E(x|s = 1) - E(x|s = 0) = 0 \). Note that the error term is \( \omega_i = \epsilon_{i,0} + s_i(\epsilon_{1,i} - \epsilon_{0,i}) \). Under the maintained assumptions, it has mean zero conditional on covariates.

The methods discussed in Section 3.1, while common in applied microeconomics research, have not permeated macroeconomics as much. In this section we show that local projections offer a natural bridge between literatures and hence offer a more detailed understanding of impulse responses, the workhorse of applied macroeconomics research.

In order to move from the preliminary statistical discussion to a time series setting in which to investigate impulse responses, we define the outcome random variable observed at an horizon \( h \) periods after the intervention as \( y(h) \), where a typical single observation from a finite sample of \( T \) observations is denoted \( y_t \). As before, we begin with a binary policy intervention (i.e., the treatment) denoted \( s \in \{0, 1\} \) where a typical single observation from a finite sample is denoted \( s_t \). A vector of observable predetermined variables is denoted \( x \), where a typical single observation from a finite sample is denoted \( x_t \). Note that \( x \) includes contemporaneous values and lags of a vector of variables including the intervention, as well as lags of the (possibly transformed) outcome variable, among others. Moreover, define \( y = (y(0), y(1), \ldots, y(H)) \) or when denoting an observation from a finite sample, \( y_t = (y_t, y_{t+1}, \ldots, y_{t+H}) \).

A natural starting point regarding the assignment of the policy intervention is to follow Angrist, Jordà, and Kuersteiner (2018), whose selection on observables assumption we restate here for convenience:

**Assumption 1. Conditional ignorability or selection on observables.** Let \( y_s \) denote the potential outcome that the vector \( y \) can take on impact and up to \( H \) periods after intervention \( s \in \{0, 1\} \). Then we say \( s \) is randomly assigned conditional on \( x \) relative to \( y \) if:

\[ y_s \perp s|x \quad \text{for } s = s(x, \eta; \phi) \in \{0, 1\}; \phi \in \Phi. \]

The conditional ignorability assumption makes explicit that the policy intervention \( s \) is itself a function the observables \( x \), unobservables \( \eta \), and a parameter vector \( \phi \). It means that \( y_s \perp \eta \), that is, the unobservables are random noise. Moreover, we assume that \( \phi \) is constant for the given sample
considered. In other words, we rule out variation in the policy rule assigning intervention.

Although such a general statement of conditional ignorability provides a great deal of flexibility (see Angrist et al., 2018), a simpler assumption can be made when considering a linear framework in the analysis that follows. In particular, for our purposes, the following assumption will suffice:

**Assumption 2. Conditional mean independence.** Let \( E(y_s) = \mu_s \) for \( s \in \{0, 1\} \) so that, without loss of generality, \( y_s = \mu_s + v_s \). As before, we now assume linearity so that \( v_s = (x - E(x))\Gamma_s + \epsilon_s \). Because of the dimensions of \( y_s \), notice that \( \Gamma_s \) is now a matrix of coefficients with row dimension \( H + 1 \). Then,

\[
E(y_s|x) = \mu_s; \quad E(v_s) = 0; \quad E(\epsilon_s|x) = 0; \quad \text{for } s \in \{0, 1\}.
\] (6)

Based on Assumption 2, local projections can be easily extended to have the same format as expression Equation 5. Specifically:

\[
y_{t+h} = \underbrace{\mu_h^0 + (x_t - \bar{x})\gamma_v^h + s_t \beta_v^h}_{\text{usual local projection}} + \underbrace{s_t(x_t - \bar{x})\theta_v^h}_{\text{Blinder-Oaxaca extension}} + \omega_{t+h}; \quad \text{for } h = 0, 1, \ldots, H; \quad t = h, \ldots, T.
\] (7)

Thus, relative to the usual specification of a local projection, the only difference is the additional Blinder-Oaxaca term, \( s_t(x_t - \bar{x})\theta_v^h \). As a result of this simple extension, estimates of the components of an impulse response at any horizon \( h \) can be calculated in parallel fashion to Section 3.2, with:

- **Direct effect:** \( \hat{\beta}_1^h - \hat{\beta}_0^h = \hat{\beta}^h \);
- **Indirect effect:** \( (\bar{x}_1 - \bar{x})(\hat{\gamma}_1^h - \hat{\gamma}_0^h) = (\bar{x}_1 - \bar{x})\theta_v^h \);
- **Composition effect:** \( (\bar{x}_1 - \bar{x}_0)\beta_v^h \).

where \( \bar{x}_s \) refers to the sample mean of the controls in each of the subpopulations \( s \in \{0, 1\} \).

In a time series context, one requires an assumption about the stationarity of the covariate vector \( x \). Without it, calculating means for the treated and control subpopulations would not be a well-defined exercise. In a typical local projection it is not necessary to make such an assumption because the parameter of interest is \( \hat{\beta}^h \) and all that is required for inference is for the projection to have a sufficiently rich lag structure to ensure that the residuals are stationary. Consequently, we make an additional assumption here, as follows:

**Assumption 3. Ergodicity.** The vector of covariates \( x_t \)—which can potentially include lagged values of the (possibly transformed) outcome variable and the treatment, as well as current and lagged values of other variables—is assumed to be a covariance-stationary vector process ergodic for the mean (Hamilton, 1994).

Ergodicity ensures that the sample mean converges to the population mean. Assuming covariance-stationarity is a relatively standard way to ensure that this is the case. More general assumptions could be made to accommodate less standard stochastic processes. However, covariance-stationarity and ergodicity are sufficiently general to include many of the processes which are commonly observed in practice.
3.3. Beyond binary policy interventions

Policy interventions sometimes vary from one intervention to the next. Think of fiscal policy and the different ways in which taxes and spending can be raised or lowered. Call it the problem of choosing the policy dose. When the set of alternative doses is finite and small, it is easy to extend the analysis from the Section 3.1 by defining \( s \in \{s^0, s^1, ..., s^J\} \) where \( s^0 \) refers to the benchmark case (e.g., \( s^0 = 0 \)) against which alternative treatments \( \{s^1, ..., s^J\} \) are compared. An example of such an approach in a time series setting can be found in Angrist, Jordà, and Kuersteiner (2018).

Investigating dose responses in this manner is advantageous. No assumption is made on possible non-linear and non-monotonic effects of the treatment on the outcome. We know that, for example, drugs administered in certain doses can be quite beneficial, but doubling the dose does not mean that the benefit doubles—in fact, most drugs become lethal at higher and higher doses!

When doses vary continuously, say \(-\infty < \delta < \infty\), extending the standard ignorability assumptions of the potential outcomes approach becomes impractical. There would be infinite potential outcomes (one for each value of the dose received) and, hence, we would be unable to recover parameters from finite samples. However, with little loss of generality, we can assume that variation in doses affect outcomes through a policy scaling factor \( \delta = \delta(x) \). The dependence of \( \delta \) on \( x \) captures policy considerations and also allows for non-monotonic effects in the choice of dose.

Under this more general form of \( \delta \), Equation 2 now requires a further assumption regarding the choice of dose given policy intervention in order for us to be able to identify the policy effect. A natural assumption is conditional mean independence of the dose given assignment, which can be stated as follows:

**Assumption 4. Conditional mean independence of dose given assignment.** As in Assumption 2, let \( y_s = \mu_s + v_s \) with \( v_s = (x - E(x))\Gamma_s + \epsilon_s \). Define the scaling factor \( \delta(x) \). Then we assume that:

\[
E[\delta(x)y_1|x] = \delta(x)\mu_1.
\]

That is, \( E[\delta(x)\epsilon_1] = 0 \), since \( E[\delta(x)(x - E(x))\Gamma_s|x] = 0 \).

(Notice that no further assumption is necessary regarding \( y_0 \).)

Indeed, Assumption 4 is a useful reminder of the conditions required to explore impulse responses in general settings. Because this paper introduces a number of novel elements, we will henceforth restrict the analysis to the case where \( \delta(x) = \delta \) and leave for a different paper a more thorough investigation of non-monotonocities in dose assignment. Such an assumption is no different than what is assumed in standard VARs (e.g., Christiano, Eichenbaum, and Evans, 1999). It simply says that doubling the dose will double the response. However, we think that given the typical policy interventions observed, and given that outcomes are usually analyzed in logarithms—so that policy interventions have proportional effects—this is a very reasonable starting point.
Based on this simplifying assumption, Equation 5 can now be extended as follows,

\[ y_{t+h} = \mu_0^h + (x_t - \bar{x})\gamma_0^h + \delta_t \beta^h + \delta_t (x_t - \bar{x})\theta^h + \omega_{t+h}; \quad \text{for } h = 0, 1, \ldots, H; \quad t = h, \ldots, T, \]  

using the convention \( \delta_t = 0 \) if \( s_t = 0 \). The parameters \( \beta^h \) and \( \theta^h \) have the same interpretation as in expression (7) in that scaling by the dosage allows one to interpret the coefficients on a per-unit-dose basis. In the fiscal policy application, this would correspond, say, to a 1\% of GDP tightening in the fiscal balance. Dividing by, say, \(-2\) would then equivalently generate responses to a 0.5 \% of GDP stimulus instead. A constant scaling factor also implies symmetry of responses. Importantly, the direct, indirect, and composition effects can be estimated using estimates from the extended local projections in Equation 9 in the same way as in the case of a binary treatment as explained in expression Equation 8.

3.4. Blinder-Oaxaca Impulse Response Functions

An interesting feature of the Blinder-Oaxaca decomposition is that it allows us to evaluate the indirect effect of the policy intervention at a particular value of the controls. Auerbach and Gorodnichenko (2012) find asymmetric effects of government spending changes based on whether the economy is in a boom or a bust. Jordà and Taylor (2016) find similar asymmetries using the Guajardo, Leigh, and Pescatori (2014) dataset. In the monetary policy literature, for example, Angrist, Jordà, and Kuersteiner (2018) show that monetary policy loosening is less effective at stimulating the economy than tightening. Tenreyro and Thwaites (2016) find asymmetric effects based on whether the economy is in a boom or a bust. Jordà, Schularick, and Taylor (2019) report similar results using a different approach and report that low inflation environments and large output gaps seem to dull stimulative policy.

We now show how these, and many other scenarios, can be easily entertained in our setup by using the Blinder-Oaxaca decomposition and the same set of parameter estimates. In particular, notice that for a specific value of \( x \), say, \( x^* \), we have:

\[
E(y_1|x^*,\delta) - E(y_0|x^*,s = 0) = \delta \mu_1 + \delta [x^* - E(x)]\gamma_1 - \{\mu_0 + [x^* - E(x)]\gamma_0\} \\
= \beta + \delta [x^* - E(x)]\theta, 
\]

since \( E(\delta \epsilon_1|x^*) = 0 \).

Hence, based on the same estimates as those of the extended local projection in Equation 9, given a specific value of \( x^* \), the implied estimate of the impulse response at that value is:

\[
\delta \hat{\beta} + \delta (x^* - \bar{x})\hat{\theta}, 
\]

and this holds for a given \( \delta \), since the composition effect is zero. This happens because \( (x^* - \bar{x}) \) is the same for the treated and control subpopulations. Notice that we rely on the residuals having
mean conditional on \( x \) of zero. It is important to also note that because identification usually centers on treatment assignment rather than identification for the controls, conditioning on certain values of \( x \) can only be interpreted from a partial equilibrium perspective. Nevertheless, because in time series applications lagged values of \( x \) are pre-determined with respect to the policy intervention, they are a legitimate description of a state of the world in which we envisage conducting the counterfactual experiment.

Several remarks are worth stating. First, although it is a convenient tool to investigate state-dependence, note that given the assumptions we have made, the Blinder-Oaxaca decomposition lacks enough information to evaluate how much more or less effective the impulse response indirect effect would be if, say, the control \( x_{jt} \) increased by one unit. The reason is that we have made no assumptions about the assignment of the controls. We cannot usually infer causal effects about them without further assumptions. The measured indirect effect for the \( j^{th} \) control could be polluted by any correlation with one or more other controls, for example. This is an issue that potentially faces all papers in the literature on state-dependence in macroeconomics.

Second, several hypotheses of interest underlie Equation 8. Absence of direct effects can be assessed by evaluating \( H_0 : \beta^h = 0 \); absence of indirect effects with \( H_0 : \phi^h = 0 \); and absence of composition effects with \( H_0 : \gamma^h_0 = 0 \). All of these null hypotheses only require standard Wald tests directly obtainable from standard regression output given our maintained assumptions. Thus formal tests of economically meaningful hypotheses can be easily reported as we will shortly show below in our application in the next section.

We are now ready to decompose the impulse response function in Figure 1 by estimating Equation 9 and applying the Blinder-Oaxaca decomposition. This important initial result is displayed in Figure 2.

Figure 2 reports four lines. The blue line most closely corresponds to Figure 1. The orange line reports the indirect effect on average. By definition, without any composition effect, the indirect effects should average to zero over the whole sample. As we remarked earlier when discussing Equation 10, this does not mean that there are no indirect effects—quite the contrary. Whether or not the indirect effect matters depends on the slope coefficient estimates themselves. These will indeed turn out to be significant, and this gives rise to interesting state-dependent effects, as we illustrate in the next section.

The green line in Figure 2 shows the total effect, which is the combined effect of the direct, indirect and composition effects. By including additional controls \( x_{i,t} \) typical local projections already control for the composition effect, but the decomposition presented here allows us to quantify the contribution of this potential bias. We can see that there is potentially a sizable composition effect, even using the Guajardo, Leigh, and Pescatori (2014) shocks. The additional controls in \( x_{i,t} \) are therefore potentially important, consistent with the findings in Jordà and Taylor (2016). This may also reflect the fact that, although the consolidation episodes identified may be contemporaneously exogenous they may still be predictable, to some extent, from past economic conditions.
Figure 2: Effect on GDP of a 1% of GDP fiscal consolidation: Blinder-Oaxaca decomposition

Notes: Vertical axes reported in percent change with respect to the origin. Local projections as specified in Equation 9 using two lags of each control described therein. Sample 1978:1—2009:4. See text.
4. How does the fiscal multiplier depend on monetary policy?

In the previous section we have shown that the Blinder-Oaxaca decomposition of an impulse response function implies an indirect effect from a policy treatment if the intervention affects how other variables influence outcomes. In this section we apply this logic to examine how the effects of a fiscal policy intervention are influenced by monetary policy. As noted in the introduction, empirical fiscal multipliers are typically average treatment effects. At any point in time, the specific impact of a fiscal intervention may, however, depend on monetary policy. Instead, the average effect estimated in the existing literature reflects the average response of monetary policy, as illustrated in Figure 1. The Blinder-Oaxaca decomposition suggests a way to decompose these effects. To make this idea concrete, we sketch a simple motivating framework for thinking about the indirect effect and the identification issues noted in Section 3. In the previous section we gave the example where a background in mathematics may translate into a higher salary for workers assigned to take additional training in computer science. In our current context, the idea is that a less activist monetary regime may translate into a larger recession following fiscal treatment.

4.1. Fiscal-monetary interactions: a motivating example

To formalize the interaction we have in mind consider the following, stylized, setup. In Section 5, we will confirm that this approach works well using simulations from a standard New Keynesian DSGE model. Let some outcome \( y_{i,t} \), e.g. GDP growth in country \( i \) at time \( t \), depend on fiscal treatment \( f_{i,t} \) and the choice of the real interest rate \( r_{i,t} \). All variables as expressed relative to their means. Furthermore, suppose the real interest rate is set by a monetary authority following a rule. Interest rates are set to offset the negative effects of shocks to GDP, including changes in fiscal policy. Specifically,

\[
\begin{align*}
y_{i,t} &= \delta_f f_{i,t} + \delta_r r_{i,t} + u_{i,t}^y, \quad (12) \\
r_{i,t} &= \Theta_f f_{i,t} + \Theta_f f_{i,t} + \Theta_y u_{i,t}^r + u_{i,t}^r, \quad (13)
\end{align*}
\]

where \( \delta_f \) measures the fiscal multiplier holding interest rates constant. In the data this cannot typically be estimated because interest rates are likely to endogenously respond to fiscal treatment, as is the case in Equation 13. This equation says that monetary policy responds to fiscal interventions but, in the way this rule is written, the degree of monetary accommodation could vary across countries. \( \Theta_f \) reflects the average response across all countries and \( \Theta_f \) is the idiosyncratic component. Monetary policy also potentially responds to other economic shocks, captured by the term \( u_{i,t}^y \).

Combining Equation 12 and Equation 13 yields

\[
y_{i,t} = (\delta_f + \delta_r \Theta_f) f_{i,t} + \delta_r \Theta_r f_{i,t} + \delta_r u_{i,t}^r + (1 + \delta_r \Theta_r) u_{i,t}^y. \quad (14)
\]

On the assumption that treatment \( f_{i,t} \) is randomly assigned (as should be the case if the fiscal
shocks are exogenous), the first term illustrates that the reduced-form estimate of the fiscal multiplier depends on the average monetary response in the data, \( \delta_t \Omega^f_t \). In other words, \( \delta_f, \delta_r \) and \( \theta_f \) are not separately identified using the fiscal shock alone. The second term captures heterogeneity in the interest rate response across countries. Note that Equation 14 has the form of the Blinder-Oaxaca decomposition in Equation 7. In this simple case without any other controls, \( s_t \) (the policy treatment) in Section 3.2 corresponds to \( f_{i,t} \) here and \( (x_{i,t} - \bar{x}) = \Omega^f_i \). The indirect effect is then \( \delta_t \Omega^f_i \). Since the total response (ignoring the composition effect) is simply the direct effect plus the indirect effect, we can consider experiments around the average effect by arbitrarily varying the indirect effect.

The practical issue is, of course, how to measure and identify the state variable \( \Omega^f_i \). Here, we take inspiration from Guren, McKay, Nakamura, and Steinsson (2018), who propose using the differential sensitivity of regions to aggregate shocks as an identification strategy. Although our set-up is not exactly the same, we can estimate the differential sensitivity of interest rates to fiscal treatment across country by directly estimating a variant of Equation 13 and allowing the coefficient on the fiscal shock to vary by country.\(^7\) Of course, this assumes that there is variation in the average response of monetary policy to shocks across countries and that this variation is, on average, not correlated with other factors that make the economy more sensitive to fiscal policy.

Two points are worth noting about this issue. First, in the practical application of the Blinder-Oaxaca decomposition we will also allow for a sizable degree of unspecified state-dependence by allowing for an indirect effect via each of the controls already included in Section 2. Second, a main concern is that \( \delta_f \) might vary across countries for other reasons and this might be responsible for the apparent sensitivity of interest rates to fiscal policy. Note, however, that this effect would tend to attenuate the mechanism we have in mind because a seemingly weak monetary policy response would be the result of a smaller fiscal multiplier. Instead, we find that a less activist monetary regime is associated with much larger fiscal multipliers.

4.2. The fiscal-monetary multiplier

By applying the Blinder-Oaxaca decomposition, and using the motivating logic from the previous subsection, we now examine how the fiscal multiplier varies with monetary policy. For exposition, we repeat—and augment—the main regression specification here,

\[
y_{i,t+h} = \mu^h_0 + (x_{i,t} - \bar{x})\gamma^h_0 + f_{i,t} \beta^h + f_{i,t} (x_{i,t} - \bar{x})\theta^h_x + f_{i,t} \Omega^f_{i,h} \theta^h_f + \omega_{i,t+h} ,
\]

where \( f_{i,t} \) is the policy treatment, in our case the fiscal shocks identified by Guajardo, Leigh, and Pescatori (2014). In the previous section, this was more generally denoted by \( \delta_t \). The outcome variable \( y_{i,t+h} \) will either the cumulative percentage change in GDP, i.e. \( y_{i,t+h} = \frac{\text{GDP}_{i,t+h} - \text{GDP}_{i,t-1}}{\text{GDP}_{i,t-1}} \).

\(^7\)Guren, McKay, Nakamura, and Steinsson (2018) allow for regional heterogeneity in the local house price response to aggregate house price shocks. In our case we allow for regional heterogeneity in the interest rate response to identified regional shocks.
or the cumulative change in the deficit \((D)\) relative to initial GDP, \(y_{i,t+h} = \frac{D_{i,t+h} - D_{i,t-1}}{GDP_{i,t-1}}\).\(^8\) The \(\beta^h\) coefficients estimate the conventional impulse response function for the percentage change in the level of GDP or the deficit relative to GDP.

By estimating this sequence of local projections we can estimate the direct, indirect, and composition effects. Unlike in Section 3.2, however, our goal is to conduct experiments where we vary the indirect effect coming from monetary policy, rather than illustrate the Blinder-Oaxaca decomposition on average. In the full specification, \(x\) includes all the controls from Section 2: two lags of the growth rate of GDP, the deficit to GDP ratio, the change in the real interest rate and, following Jordà and Taylor (2016), the output gap. To capture global time-varying factors, we include world GDP growth as discussed earlier.

To obtain a measure of \(\Theta_{i,h}^{f}\)—the sensitivity of interest rates to fiscal policy across countries—we first estimate a variation of Equation 15 which has short term interest rates as the dependent variable, but where we allow the effect of fiscal policy to vary by country.\(^9\) Note that, since we are interested in the dynamic causal effect via impulse response functions, this step is run for each \(h\). The right hand side of Equation 15 therefore contains \(f_{i,t}\Theta_{i,t}^{f} \theta_{f,h}\). Note that this is like interacting fiscal treatment at time \(t\) with the predicted subsequent response of the real interest rate: \(f_{i,t}\Theta_{i,t}^{f}\) is the fitted value for the future interest rate response from the preliminary regression. Equation 15 is then used to study the response of GDP but including \(\Theta_{i,h}^{f}\) as an additional state variable.

Figure 3 reports the main results from this exercise. Panel (a) shows the percentage response of GDP following a 1% of GDP fiscal consolidation (as measured by Guajardo, Leigh, and Pescatori, 2014). The blue line reports the direct effect which, roughly, should be compared to the results from the linear model is Figure 1 and to the direct effect previously shown in Figure 2. As in Figure 1, GDP falls by around 1% over the course of 2-3 years. To examine how the effect varies with monetary policy, the gray lines then conduct experiments where we vary the indirect effect estimated using the Blinder-Oaxaca decomposition from Equation 15. In particular, Figure 3 shows a range of scenarios where we vary \(\Theta_{i,h}^{f}\) — the sensitivity of interest rates to fiscal policy — around its mean. In Figure 3 the size of the circular marker indicates a more contractionary monetary policy. In the face of a fiscal consolidation (a negative shock to GDP), this means a less activist monetary policy which does not cut the policy rate as aggressively. This should increase the multiplier and this is indeed what is shown in Figure 3. As monetary policy becomes less accommodative, the multiplier becomes larger.

Panel (b) of Figure 3 shows the indirect effect on GDP for the peak effect at \(h = 3\) and the standard errors. This figure therefore shows the effect of the monetary-fiscal interaction relative to the average multiplier in the full sample (the solid blue line in Panel (a)). This also allows us to formally test whether the indirect effect is statistically significant. The light and dark gray areas

\(^{8}\)This ensures the ratio of these two IRFs can also be interpreted as a measure of the multiplier, as discussed below.

\(^{9}\)In this regression, we do not include the terms \(f_{i,t}(x_{i,t} - \bar{x})\) so this first-step is closer to a typical Taylor Rule regression.
Figure 3: Policy Experiments Varying the Response of Monetary Policy

(a) GDP Response (%)

(b) Indirect Effect for GDP $h = 3$

Notes: Panel (a) shows how the response of GDP varies with the degree of monetary policy accommodation. The blue lines report the direct effect, which should be compared to the average effect in Figure 1. The gray lines consider experiments which vary the degree of monetary accommodation. A larger marker indicates a tighter monetary policy scenario. Panel (b) plots the indirect effect on GDP for the peak effect at $h = 3$. The figure illustrates the effect of the monetary-fiscal interaction relative to the average multiplier in the full sample. This also allows us to formally test whether the indirect effect is statistically significant. The light and dark gray areas refers to a confidence interval of two and one standard deviations.

As shown in the figure, for very tight monetary policy regimes, the negative effect on GDP is nearly 1% larger than in the baseline and this effect is statistically significant.

Although these responses for GDP can be roughly interpreted as as a fiscal multiplier, the $f_{i,t}$ shocks may be noisy measures of the true policy change (see, e.g., Mertens and Ravn, 2013). As a statistic, the fiscal multiplier is typically defined as the $ movement in GDP for a one $ change in fiscal policy. Following Ramey (2016), this object can be computed empirically be estimating the impulse response function for GDP and dividing by the change in the deficit to GDP ratio. It is therefore instructive to also consider what happens to the deficit to GDP ratio to get a sense of the magnitude of the fiscal shock in the data. The response of the deficit may also vary with the behavior of monetary policy, for example higher interest rates and lower demand could make it harder to reduce the deficit. Appendix Figure A2 reports these results. A 1% fiscal consolidation (as measured by Guajardo, Leigh, and Pescatori (2014)) takes some time to have its full effect. The deficit to GDP ratio moves by around 0.5% in the current year, and is around 1% lower from the next year onwards. This path also depends on monetary policy, although in these experiments, there is not much state-dependence in the deficit to GDP ratio until the later years.
Figure 4: Cumulative Fiscal Multiplier by Monetary Response

Notes: This chart shows the cumulative fiscal multiplier from each scenario in Figure 3. This is computed as the cumulative sum of the GDP response relative to the cumulative deficit to GDP response. Each line refers to a different horizon, $h$. As in Figure 3, $h$ goes from the current year $h = 0$ to the third year after the shock $h = 3$. $h = 1$ is omitted to avoid overcrowding the figure.

Dividing the results in Figure 3 Panel (a) by the change in the deficit is also equivalent to the 2SLS estimate of the multiplier using the Guajardo, Leigh, and Pescatori (2014) shocks as instruments for the deficit to GDP ratio. In our case this is a useful way of representing the multiplier because different experiments produce different paths of the deficit. This approach therefore harmonizes the policy interventions across the scenarios. In computing the multiplier, we would also like to consider the differential effect on the deficit and GDP at all horizons. Since GDP is a flow, one can think of the cumulative lost GDP in dollars relative to the cumulative improvement in the deficit, also in dollars. This concept of the multiplier, known as the cumulative, integral, or present-value multiplier, is increasingly seen in the literature, as recommended by Uhlig (2010) and Ramey (2016).

Figure 4 converts the state-dependent IRFs from Figure 3 and Figure A2 into cumulative multipliers at different horizons. The cumulative multiplier is reported on the y-axis. On the x-axis we vary $\Theta_{t,h}^f$ from -0.5 to +0.5 standard deviations. The three lines report the multiplier at different horizons in the impulse response function. Note that the 0 point on the x-axis corresponds to the average treatment effect usually estimated in linear models. Interestingly, this is around or below 1 at all horizons. As monetary policy becomes more inert (rates are cut less aggressively in the face of falling demand), the multiplier rises. In these experiments the multiplier varies from around zero to nearly 2. In any fiscal intervention the fiscal multiplier crucially depends on the monetary response. Interestingly, magnitudes around 2 are close to Keynes’ original prediction of 2.5 (Keynes (1936)).
Before concluding this section it is worth making a few remarks about the flexibility of this approach. Note that, in principle, by allowing fiscal policy interventions to have different marginal effects depending on the whole set of controls $x$, we can handle state-dependence in a very flexible and multivariate manner. This also has important implications for the existing literature which has typically studied the effects of one dimension in isolation (or one at a time). While the heterogeneity resulting the all the controls in $x$ is interesting, it is still challenging to make causal statements without further assumptions.

5. **Theoretical analysis**

In this section we show how our empirical approach and findings can be rationalized in a simple theoretical macro framework. In particular, we do two things. First, we show how variation in the monetary policy rule affects the fiscal multiplier in the model. This is, of course, already known in the theoretical literature but motivates the exercise we have in mind. Second, we simulate data from the model for a hypothetical set of countries where each country differs in how monetary policy responds to inflation. This environment theoretically captures the identification assumptions made in the previous section. To illustrate the usefulness of the Blinder-Oaxaca decomposition, we simulate data from the theoretical model for our hypothetical set of countries and run exactly the same empirical estimation approach used in the previous section on data simulated from the model. We show that the Blinder-Oaxaca decomposition does remarkably well at capturing how the fiscal multiplier varies with the degree of monetary accommodation.\(^{10}\)

The results in the previous section already have some important theoretical implications. For monetary policy to affect the fiscal multiplier, the model needs some form of nominal rigidity. This motivates our focus on the New Keynesian class of models. Second, to generate a wider range of multipliers the model needs to have some other rigidities beyond the simple textbook model. For simplicity, we follow Galí, López-Salido, and Vallés (2007) and Leeper, Traum, and Walker (2017) and include two types of households, one group who fully optimize and another group who act in a rule of thumb manner.\(^{11}\) In the presence of nominal rigidities, this allows the model to produce a range of different results for the multiplier, some of which are larger than 1 (see Leeper, Traum, and Walker (2017)). To keep the model simple, a contractionary fiscal policy is modeled as a persistent cut in government spending. We will assume the savings from this policy experiment are rebated lump-sum back to the saver households.\(^{12}\)

---

\(^{10}\)Our goal is to illustrate how the Blinder-Oaxaca approach identifies the importance of monetary-fiscal interactions for the size of the fiscal multiplier. This section does not develop a theoretical framework to quantitatively rationalize the magnitudes found in the previous section.

\(^{11}\)Again, this is purely expositional and, as discussed in Leeper, Traum, and Walker (2017), a number of modeling devices can be used to generate positive consumption effects that produce larger multipliers following a fiscal stimulus.

\(^{12}\)Alternatively we could have assumed that the government repays debt owned by the saver households but, because saver households finance the government, a form of Ricardian equivalence applies here and there is no need to model debt explicitly.
5.1. Model Environment

In this subsection we sketch the main, and very standard, features of the model we use. More details are provided in the Appendix.

The economy is populated by a continuum of households. $1 - \mu$ households borrow and save freely and fully optimize their intertemporal consumption/savings choices. These households choose consumption, hours worked and bond holdings to maximize expected lifetime utility subject to their budget constraint.

In linearized form, the saver household’s first order conditions can be re-arranged. First, demand can be written as follows,

$$E_t \Delta \hat{c}^{S}_{t+1} = \frac{1}{\sigma} \left( \hat{i}_t - E_t \hat{\pi}_t \right),$$

which is the standard Euler from the representative agent model. $\hat{\pi}_t$ is the log change in the price of the consumption good $P_t$. $\hat{i}_t$ is the policy interest rate. The labor supply condition is,

$$\hat{w}_t = \hat{c}^{S}_t + \psi \hat{n}^{S}_t,$$

where $\hat{w}_t$ is the real wage, $\hat{c}^{S}_t$ is consumption and $\hat{n}^{S}_t$ is hours worked, all in percentage deviations from steady state. The inverse Frisch elasticity is $\psi$. We denote savers’ choices with a superscript $S$.

We assume that $\mu$ households are rule of thumb in the sense that they have no access to bonds $B$ and consume all their labor income. We refer to these households a non-saver households (and denote their choices with a superscript $N$).\(^1\) Thus,

$$C^{N}_t = \hat{w}_t N^{N}_t.$$

Total consumption in this economy is therefore equal to

$$C_t = \mu C^{N}_t + (1 - \mu) C^{S}_t.$$

To rationalize price stickiness, there are two types of firms. An intermediate good $y_t(j)$ is produced using a constant returns to scale production technology $y_t(j) = An_t(j)$ under imperfect competition. Intermediate goods are turned into final goods $Y_t$ by competitive final goods firms using the standard CES production function $Y_t = \left[ \int_0^1 y_t(j) \frac{\epsilon}{\epsilon - 1} dj \right]^{(-1)/\epsilon}$. Final goods are either purchased by households or government, i.e. $Y_t = C_t + G_t$ where $G_t$ is government consumption expenditure. All varieties of intermediate good are substitutable with one another with an elasticity of demand $\epsilon$ and the demand curve for variety $y_t(j)$ is given by $y_t(j) = \left( \frac{p_j(j)}{P_t} \right)^{-\epsilon}$, which the intermediate goods firm takes as given.

Intermediate goods firms set prices and choose labor demand to minimize costs. The representa-

---

\(^1\)These households still make an intratemporal consumption and labor choice. The intratemporal labor supply equation is the same as for the saver household but the competitive nature of the labor market, together with the budget constraint and log utility implies these households supply labor inelastically.
tive firm’s decision problem is standard in the New Keynesian literature so we only report this in the appendix. With probability $\theta$ a firm is unable to change its price and maintains the same price as it had in $t-1$. With probability $1-\theta$ the firm is able to fully reset its price. The equilibrium conditions from the firm side lead to a standard dynamic pricing relationship. In linearized form this is the familiar New Keynesian Phillips Curve where inflation depends on expected future inflation and real marginal cost (which is closely related to the output gap),

$$\hat{\pi}_t = \beta E_t \hat{\pi}_{t+1} + \tilde{\kappa}\hat{mc}_t,$$

where $\tilde{\kappa} = \frac{(1-\theta)(1-\beta\theta)}{\theta}$ and $\theta$ is the probability of having a fixed price.

Fiscal policy is simply described by an exogenous, persistent stream of government purchases. Written in percentage deviations from steady state,

$$\hat{g}_t = \rho \hat{g}_{t-1} + e_t.$$

The government redistributes the savings from lower government spending back to the saver households in a lump sum manner. The government budget constraint is simply $G_t = T_t$ but similar results would be obtained if we formally allowed for government debt (owned by the savers).

Monetary policy follows a simple Taylor Rule. The nominal interest rate $\hat{i}_t$, written in deviations from steady state, is set relative to inflation. Importantly, we will think of this rule as varying across country but where each country operates as a closed economy. The policy rule is therefore

$$\hat{i}_t = \phi^c \pi_t,$$

where $c$ denotes the country of interest and the policy rules therefore allows for different countries to have different monetary responses to fiscal consolidation attempts.

5.2. The Blinder-Oaxaca Decomposition

The model is solved using standard linearization-based methods. We calibrate $\psi = 1.65$, implying a Frisch elasticity of around 0.6. The probability of having a fixed price is set to $\theta = 0.85$. The household’s discount factor $\beta = 0.99$. The persistence of government spending $\rho = 0.7$. We set the share of hand to mouth households $\mu$ to 35%. Following Leeper, Plante, and Traum (2010), we set the government consumption share to 8%. We then preform a stochastic simulation of the model for different values of $\phi^c$, starting at 1.5 (so monetary policy satisfies the Taylor Principle). To relate the model experiment to the empirical set-up in the previous section, we regard each simulation as data for a different country (each a closed economy for simplicity). We then estimate the Blinder-Oaxaca decomposition on the simulated model data. The results are show in Figure 5.

Figure 5 shows two lines. The red line shows how the peak cumulative fiscal multiplier — computed exactly as in the data — varies with $\phi^c$. The blue line shows the Blinder-Oaxaca
Theoretical State-Dependence vs. Blinder-Oaxaca Estimates

Notes: This chart shows how the peak cumulative fiscal multiplier varies with the monetary policy response both in theoretical and when the effect is estimated on simulated data. The red circles show the true theoretical variation in the simulated dataset. The blue squares show the empirical estimates obtained by using our Blinder-Oaxaca decomposition estimates on data simulated from the model.

decomposition-implied fiscal multiplier. As in the previous section, the response of interest rates to the fiscal shock is estimated by country and this coefficient is used as a state variable in the Blinder-Oaxaca decomposition. The x-axis refers to standard deviations of this object. The figure shows that the Blinder-Oaxaca decomposition captures the monetary interaction in the simulated data very well.

There are two important results to take from this exercise. First, the exercise illustrates the identification approach outlined in the previous section: we use the differential sensitivity of interest rates to fiscal shocks across countries to identify how the fiscal multiplier varies with the systematic part of monetary policy. The quantitative exercise here illustrates that this approach works well. Second, the Blinder-Oaxaca decomposition is a very effective way of isolating state-dependence in the fiscal multiplier. Finally note that, although the model is deliberately simple, more elaborate features and/or changes to the calibration would simply change the quantitative magnitudes in Figure 5, not the two main results mentioned here.

\footnote{Note that, Blinder-Oaxaca indirect effect captures a non-linear function of the model’s parameters so there is monotonic but not one-to-one mapping between $\phi^c$ and the indirect effect estimated in the data.}

\footnote{The only discrepancy is that the model’s solution is slightly non-linear in $\phi^c$.}
6. Robustness and extensions

In this section we subject our approach to several robustness checks and extensions.

6.1. Global Factors

In the baseline specification we included world GDP growth to capture time varying global factors that might account for the timing of particular fiscal consolidations. In the original Guajardo, Leigh, and Pescatori (2014) paper, the authors use time fixed effects as a more general way of capturing global factors. Earlier we noted that this seems to come at the cost of precision in our specification, but in this section we re-estimate our main results for the monetary-fiscal multiplier using time fixed effects rather than world GDP growth.

The results are shown in Figure 6. These figures are remarkably similar to the baseline specification in Figure 3. Our choice to use world GDP growth does not, therefore, affect our main results.

6.2. Lag structure

If the fiscal shocks reflect purely random variation, the choice of additional controls should not affect the main set of estimates. In small samples however, serial correlation could potentially be an issue. As a further robustness check we show that the main results are not overturned by using a slightly longer lag structure for the controls. In the baseline results we chose two years of lags. Note that, relative to standard empirical papers using quarterly data, this is already controls for a reasonable degree of persistence. We also face a trade-off in that longer lag structures lead to loss of data and more parameters to be estimated.

That said, we re-run our main results using three years of lags (equivalent, of course, to 12 quarters of lags in typical macro papers). Figure 7 shows that the results are very similar to the baseline findings in Figure 3.

6.3. Alternative monetary policy assumptions

In this section we consider an alternative approach to identifying monetary-fiscal interactions. Instead of relying on variation in the response of interest rates to fiscal policy across countries, this section uses an approach based on monetary policy shocks. To motivate the approach consider the following modified version of the motivating example presented in Section 4.1,

\begin{align}
  y_{i,t} &= \delta_ff_{i,t} + \delta_rr_{i,t} + u_{i,t}^y, \\
  r_{i,t} &= \Theta_yy_{i,t} + \Theta_ff_{i,t}y_{i,t} + u_{i,t}^r.
\end{align}

(18) (19)
Figure 6: Policy Experiments: Time Fixed Effects

(a) GDP

(b) Deficit/GDP ratio \((D_{t+h} - D_{t-1})/Y_{t-1}\)

(c) Cumulative Fiscal Multiplier

Notes: This Figure shows how the response of GDP and the deficit to GDP ratio varies with the degree of monetary policy accommodation. The blue lines report the direct effect, which should be compared to the average effect in Figure 1. The gray lines consider experiments which vary the degree of monetary accommodation. A larger marker indicates a tighter monetary policy scenario. The specification in these figures includes time fixed effects rather than world GDP growth.
Figure 7: Policy Experiments: Longer Lag Structure

(a) GDP

(b) Deficit/GDP ratio \((D_{t+h} - D_{t-1})/Y_{t-1}\)

(c) Cumulative Fiscal Multiplier

Notes: This Figure shows how the response of GDP and the deficit to GDP ratio varies with the degree of monetary policy accommodation. The blue lines report the direct effect, which should be compared to the average effect in Figure 1. The gray lines consider experiments which vary the degree of monetary accommodation. A larger marker indicates a tighter monetary policy scenario. The specification in these figures includes 3 lags of all controls in x.
For simplicity, assume the fiscal intervention is binary and \( f_{i,t} \in [0, 1] \). Relative to the earlier motivating example, the main difference is the specification of the policy rule. The sensitivity of interest rates to fiscal policy does not vary across country, but it does vary with the type of shock. During episodes of fiscal treatment, the monetary authority may respond to output fluctuations differently than in other periods. In the formulation above, this is captured by the \( \Theta_f \) term, which is only relevant in periods of fiscal treatment. Note that, when there is no fiscal treatment, \( f_{i,t} = 0 \).

We can, again, combine these expressions to create a reduced form equation. Given the binary nature of this example, we can then inspect the reduced form in the case of treatment, \( f_{i,t} = 1 \) and no treatment, \( f_{i,t} = 0 \). The resulting equation for estimation can be written as:

\[
y_{i,t} = \beta_f f_{i,t} + \beta_r u_{i,t} + \beta_{rf} u_{i,t} f_{i,t} + u_{i,t}^y, \tag{20}
\]

where

\[
\beta_r = \frac{\delta_r}{1 - \delta_r \Theta_y},
\]

\[
\beta_f = \frac{\delta_f}{1 - \delta_r (\Theta_y + \Theta_f)},
\]

\[
\beta_{rf} = \frac{\delta_r}{1 - \delta_r (\Theta_y + \Theta_f)} - \beta_r.
\]

The third term on the right hand side of Equation 20 captures the indirect effect from the interaction of monetary and fiscal policy. The amount of accommodative monetary policy is captured by the size of the monetary shocks \( u_{i,t}^y \) (since these capture the policy stance relative to what would have been expected given the rule). The indirect effect captures the fact that, less accommodative monetary policy may translate into a larger recession during periods of fiscal treatment.

In estimating Equation 20 the technical challenge is that we do not observe \( u_{i,t}^y \) directly and commonly constructed proxies for \( u_{i,t}^y \) are usually only available for countries like the United States. To our knowledge, there is no consistent cross-country dataset of monetary policy shocks. In this section, as a robustness check, we therefore rely on a simple approach to validate the results in the previous section.

First, using a panel ordered probit, we predict the probability of observing an interest rate change based on two lags of GDP growth, inflation, the lagged change in the policy rate, and world GDP growth. We are implicitly assuming a common policy rule across countries. Monetary policy shocks are then constructed as follows,

\[
u_{i,t}^r = \Delta i_t - (p_{-1} \times -1 + p_0 \times 0 + p_{+1} \times 1),
\]

where \( i_t \) is the nominal policy rate and the \( p \) terms are the predicted probabilities of a rate cut, no change or an increase. This approach therefore attempts to remove the predictable component of monetary policy.
As in the previous section, the Blinder-Oaxaca decomposition is estimated from the following regression,

\[ y_{i,t+h} = \mu_0^h + (x_{i,t} - \bar{x})\gamma_{0,x}^h + u_{i,t+h}^h + f_{i,t} \beta_h^h + f_{i,t}(x_{i,t} - \bar{x})\theta_x^h + f_{i,t}u_{i,t+h}\omega_r^h + \omega_{i,t+h}, \tag{21} \]

The main difference from the previous section is that the future stance of monetary policy during the consolidation episode is captured by the deviation of the policy from what was expected, i.e. the shock term \( u_{i,t+h}^h \).

Figure 8 shows the results. Once again, the first two panels show the effect on GDP and the deficit to GDP ratio on average (blue lines), and for tighter and looser monetary policy during the consolidation episode (gray lines). We consider experiments from -1.5 standard deviation shocks to +1.5 standard deviation shocks. We use a wider range for this experiment as a one-standard deviation shock produces smaller variations in interest rates. Once again, episodes with tighter monetary policy are associated with a much larger fall in GDP. In Figure 8 panel (b), the deficit to GDP ratio also improves by less in these more contractionary episodes. In Figure 8 Panel (c), we therefore reports the cumulative fiscal multiplier. In keeping with Figure 4, the multiplier is close to zero when monetary policy is loose and rises to nearly 2 when monetary conditions are tight.

6.4. Other forms of state-dependence

Our regressions contain a number of other state variables and the Blinder-Oaxaca decomposition allows us to consider how the fiscal multiplier varies along each of these dimensions while controlling for the other states. In a number of existing approaches in the literature, state dependence is often investigated by considering one dimension at a time, although typical macro variables that are often used to define the state are likely to be highly correlated. For example, boom periods are likely to be correlated with periods of high inflation, high house prices and potentially high debt growth.

Figure 9 shows how the multiplier varies according to each of the other macro controls in our regressions, holding the other variables constant. The other variables are the output gap, the change in the fiscal deficit to GDP ratio, World GDP growth and the size of the fiscal consolidation.\(^{16}\)

Figure 9 shows that along each of these dimensions, once we control for the other variables simultaneously, there is only sizable state dependence by the size of the output gap. This confirms results in the existing literature, such as Auerbach and Gorodnichenko (2012) and Jordà and Taylor (2016), that fiscal multipliers tend to be larger in periods of low aggregate demand. To the extent that a large change in the deficit to GDP ratio is associated with fiscal stress, our results do not suggest a smaller multipliers in these states. Further, the multiplier does not seem to be smaller for larger consolidations, which is one prediction from the expansionary fiscal consolidations literature.

\(^{16}\)Our main regression also includes GDP growth although the results are very similar to the output gap so we omit this chart for brevity.
Figure 8: Policy Experiments: Alternative Approach

(a) GDP

(b) Deficit/GDP ratio \( ((D_{t+h} - D_{t-1}) / Y_{t-1}) \)

(c) Cumulative Fiscal Multiplier by Monetary Response

Notes: This Figure shows how the response of GDP and the deficit to GDP ratio varies with the degree of monetary policy accommodation. The blue lines report the direct effect, which should be compared to the average effect in Figure 1. The gray lines consider experiments which vary the degree of monetary accommodation. A larger marker indicates a tighter monetary policy scenario.
Figure 9: Other Forms of State Dependence in the Fiscal Multiplier

(a) Output Gap

(b) Change in the Debt to GDP Ratio

(c) Size of the Consolidation

(d) World GDP Growth

Notes: This chart shows how the cumulative fiscal multiplier varies with the other control variables in our regressions. As before, the multiplier is computed as the cumulative sum of the GDP response relative to the cumulative deficit to GDP response. Each line refers to a different horizon, $h$. As in Figure 3, $h$ goes from the current year $h = 0$ to the third year after the shock $h = 3$. $h = 1$ is omitted to avoid overcrowding the figure. Panel (a) shows variation in the multiplier depending on the size of the (lagged) output gap, Panel (b) is for difference changes in the (lagged) deficit to GDP ratio, Panel (c) varies the size of the fiscal consolidation and Panel (d) varies World GDP growth.
7. Conclusion and policy implications

This paper has shown that local projections (Jordà, 2005) facilitate the combination of tools available in applied microeconomics and macroeconomic empirical methods. In particular, we have shown that the typical impulse response function is a legitimate moment of interest but is akin to a dynamic average treatment effect. Using the Blinder-Oaxaca decomposition from applied microeconomics in a local projections framework, the impulse response can be decomposed into (1) the direct effect of the intervention on the outcome; (2) the indirect effect due to changes in how other covariates affect the outcome when there is an intervention; and (3) a composition effect due to differences in covariates between treated and control subpopulations. This decomposition provides convenient way to evaluate the effects of policy, state-dependence, and balance conditions for identification.

A natural application of this logic is in the area of monetary-fiscal interactions. The fiscal multiplier is a key statistic for understanding how fiscal policy changes might stimulate or contract the macroeconomy. The size of the multiplier has been a subject of intensive debate since the Global Financial Crisis in 2008. But, despite the importance of this object, there is still much disagreement about existing empirical estimates. A large literature has focused on tackling the inherent identification issues that researchers face in this area. Our paper tackles a more conceptual problem: there is no such thing as the fiscal multiplier in the data. One of the most obvious reasons is that monetary policy may not offset the effects of fiscal policy in the same way across time or across countries. We show that the Blinder-Oaxaca decomposition provides a natural way to try to disentangle these effects.

Our main result is that fiscal multipliers can be large when monetary policy is less activist. This accords with conventional wisdom and the mechanism can be found in many models. To date, despite the key policy relevance of the issue, empirical evidence on the magnitude of this important interaction remains somewhat limited. In our experiments, fiscal multipliers can be as low zero or as high as 2 and above, depending on the actions of the monetary authority. This has important implications for measuring “the multiplier” and for evaluating and predicting the likely effects of particular macro-policy interventions.

The Blinder-Oaxaca decomposition we propose also has wider implications for measuring the effects of all kinds of policy treatments in macroeconomics, and will allow control for many other possible dimensions of heterogeneity in a very flexible way. Using our decomposition, estimation and inference can be easily obtained by standard linear regression methods while still being sufficiently general to allow for a great deal of unspecified state-dependence. We therefore hope these techniques will be of use to all researchers interested in the study state-dependent, non-linear and time-varying effects of policy interventions more generally.
References


Appendices


Figure A1: Effects of a 1% of GDP fiscal consolidation: original IMF specification

(a) % response of GDP
(b) Response of the short term real interest rate

Figure A2: Deficit/GDP ratio \((D_{t+h} - D_{t-1}) / Y_{t-1}\)

Notes: This Figure shows how the response of the deficit to GDP ratio varies with the degree of monetary policy accommodation. The blue lines report the direct effect. The gray lines consider experiments which vary the degree of monetary accommodation. A larger marker indicates a tighter monetary policy scenario.
C. FURTHER DETAILS ON THE MODEL

The model is a simple variant of the textbook 3-equation New Keynesian model (e.g. as in Galí (2015)) with optimizing and hand-to-mouth households as in Galí, López-Salido, and Vallés (2007). The details below are therefore very standard.

Households

Savers  The economy is populated by $1 - \mu$ saver/optimizing households:

$$\max_{C_t, N_t, B_t} E_0 \sum_{t=0}^{\infty} \beta^t \left( \log C_t - \frac{N_t^{1+\psi}}{1+\psi} \right), \tag{22}$$

subject to

$$P_tC_t + Q_tB_t = B_{t-1} + W_tN_t + D_t - T_t. \tag{23}$$

Which leads to the following set of first order conditions:

$$(C_t) : \lambda_t = C_t^{-\sigma}, \tag{24}$$

$$(N_t) : \lambda_t \frac{W_t}{P_t} = N_t^{\psi}, \tag{25}$$

$$(B_t) : Q_t = 1/R_t = 1/(1+i_t) = \beta E_t \frac{\lambda_{t+1}}{\lambda_t} \frac{P_t}{P_{t+1}}, \tag{26}$$

where saver households own firms and receive any profits $D_t$ lump sum. These households also finance government activities via a lump sum tax $T_t$.

In linearized form these equilibrium conditions can be written as:

$$\hat{\omega}_t = \hat{\varepsilon}_t^S + \psi \hat{\eta}_t^S,$$

$$E_t \Delta \hat{\varepsilon}^S_{t+1} = \frac{1}{\sigma} \left( \hat{i}_t - E_t \hat{\pi}_{t+1} \right).$$

Non-savers  Non-saver rule of thumb households simply consume their entire labor income.

$$C_t^N = w_tN_t^N.$$

They also, in principle, have an intratemporal labor supply condition which comes from solving the same optimization problem as above for $C$ and $N$ but where $B = D = T = 0$.

$$\frac{W_t}{P_t} = C_t^N N_t^{\psi}. \tag{27}$$

Total consumption is given by:

$$C_t = \mu C_t^N + (1-\mu)C_t^S.$$
\[ \dot{w}_t = \dot{c}_t^N + \phi \dot{\mu}_t^N, \]
\[ \dot{c}_t^N = \dot{w}_t + \dot{\mu}_t^N, \]
\[ \dot{c}_t = \mu \frac{C}{C^s} \dot{c}_t^N + (1 - \mu) \frac{C^s}{C} \dot{c}_t^S. \]

**Firms**

**Final Goods Firms** Different varieties of goods \( y(j)_t \) are aggregated by the final goods firm:

\[ Y_t = \left[ \int_0^1 y_t(j) \frac{\epsilon - 1}{\epsilon} \, dj \right]^{\frac{\epsilon}{\epsilon - 1}}, \quad (28) \]

where \( \epsilon \) is price elasticity of demand for good \( j \). Final goods firms choose intermediate inputs to maximize profit:

\[ \max_{y_t(j)} \left( p_t \left[ \int_0^1 y_t(j) \frac{\epsilon - 1}{\epsilon} \, dj \right]^{\frac{\epsilon}{\epsilon - 1}} - \int_0^1 p_t y_t(j) \, dj \right). \quad (29) \]

Which yields the following demand curve and aggregate price index

\[ y_t(j) = \left( \frac{p_t(j)}{P_t} \right)^{-\epsilon} Y_t, \quad (30) \]

\[ P_t = \left( \int_0^1 p_t(j)^{1-\epsilon} \, dj \right)^{\frac{1}{\epsilon}}. \quad (31) \]

**Intermediate Goods Firms** Intermediate goods firms solve a static labor demand problem and an intertemporal pricing problem subject to Calvo pricing frictions. Each period firms can re-optimize labor demand.

The firm minimizes labor costs by choosing \( n(j)_t \) to minimize the following Lagrangian:

\[ \min_{n_t(j)} \frac{W_t}{P_t} n_t(j) + mc_t(y_t(j) - A_t n_t(j)), \quad (32) \]

where \( mc_t \) is real marginal cost. The first order condition is:

\[ mc_t = (W_t / P_t) / A_t. \quad (33) \]

When the firm is able to re optimize, they choose \( p_t(j) \) to maximize expected profits:

\[ E_t \sum_{s=0}^{\infty} \theta^s \left( \beta^s \frac{A_{t+s}}{A_t} \right) \left[ \frac{p_t(j)}{P_{t+s}} y_{t+s}(j) - mc_{t+s} y_{t+s}(j) \right], \quad (34) \]

subject to

\[ y_t(j) = \left( \frac{p_t(j)}{P_t} \right)^{-\epsilon} Y_t, \quad (35) \]
which yields:

$$\sum_{s=0}^{\infty} \theta^s E_t \left( \beta^s \frac{\lambda_{t+s}}{\lambda_t} \right) \left( \frac{p_t^s}{P_{t+s}} y_{t+s}(j) - \frac{\epsilon}{\epsilon - 1} m c_{t+s} y_{t+s}(j) \right) = 0. \quad (36)$$

Linearization of equation 36 and the price index 29 yields the New Keynesian Phillips Curve given in the text.

Policy

As mentioned in the main text, government consumption is simply a persistent exogenous stream of purchases funded with lump sum taxes on savers. The budget constraint is therefore:

$$G_t = T_t.$$  

In linearized form, government spending evolves as follows:

$$\hat{g}_t = \rho \hat{g}_{t-1} + e_t,$$

where $e_t$ is a mean zero i.i.d. shock.

Monetary policy follows a simple Taylor Rule. The nominal interest rate $\hat{i}_t$, written in deviations from steady state, is set relative to inflation. Importantly, we will think of this rule as varying across country, $c$, but where each country operates as a closed economy. The policy rule is therefore:

$$\hat{i}_t = \phi^c \pi_t. \quad (37)$$