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1. Introduction 

The first central bank to adopt inflation targeting was the
Reserve Bank of New Zealand in 1990, followed soon after
by the Bank of Canada. Since then, inflation targeting has
grown in popularity and the list of central banks that have
adopted it is now quite extensive. Both the Bank of
England and the European Central Bank have explicit nu-
merical inflation targets, as do many countries in Latin
America. Some key characteristics of inflation targeting
are that there is an announced target, or target range, for
some measure of inflation, that there is explicit recognition
that low and stable inflation should be the ultimate goal of
monetary policy, and that the policy process is transparent
to the extent that forecasts of inflation and other macroeco-
nomic variables are often published (Bernanke and
Mishkin 1997). Inflation targeting central banks also have
some instrument independence, that is, the ability to set
their instrument—typically a short-term nominal interest
rate—without political interference (Debelle and Fischer
1994). 

While the Federal Reserve is charged with the responsi-
bility of promoting price stability and full employment, it
does not possess many of the characteristics typically asso-
ciated with inflation targeting, such as an announced
inflation target and timely published forecasts.1 Neverthe-

less, over the past 25 years, inflation in the United States
has declined considerably, in much the same way it has in
countries with inflation targets. In fact, there is little doubt
that the last 25 years has been a period of relative stability
and prosperity in the United States, and it is not unreason-
able to think that some of this can be attributed to good
monetary policy. 

Inflation declined dramatically following Paul Volcker’s
appointment as chairman of the Federal Reserve in August
1979. Inflation in the price index for personal consumption
expenditures (PCE) averaged about 7 percent over the sec-
ond half of the 1970s, about 6 percent over the first half of
the 1980s, and only 31/2 percent over the second half of the
1980s. Not only has inflation fallen markedly since the
early 1980s, but recessions also have become less frequent
and less severe. The Business Cycle Dating Committee at
the National Bureau of Economic Research records seven
recessions during the period 1945–1979, a span of 35
years, but only four recessions during the period
1980–2004, a span of 25 years. Consistent with fewer re-
cessions, McConnell and Perez-Quiros (2000) show that
output growth has become less volatile since 1984, al-
though whether this decline in volatility has been due to
monetary policy remains an open question (Stock and
Watson 2003, Sims and Zha 2004). 

Although the Federal Reserve does not have all the char-
acteristics associated with inflation targeting, it has been
suggested that the Federal Reserve behaves much like an
inflation targeting central bank. Bernanke and Mishkin
(1997), for instance, argue that “a major reason for the suc-
cess of the Volcker-Greenspan Fed is that it has employed a
policymaking philosophy, or framework, which is de facto

Inflation Targeting under Commitment and Discretion*

Richard Dennis

Economist
Federal Reserve Bank of San Francisco 

Inflation targeting has been adopted by many central banks, but not by the U.S. Federal Reserve. Using an estimated New

Keynesian business cycle model, I perform counterfactual simulations to consider how history might have unfolded if the

Federal Reserve had adopted a form of flexible inflation targeting in the year Paul Volcker was appointed chairman. The first

simulation assumes that the Federal Reserve could have tied its hands and committed once and for all; the second assumes

that the Federal Reserve would have set policy with discretion. While the broad contours of historical outcomes remain

under inflation targeting, there are times over the past 25 years when inflation targeting would have led to materially differ-

ent outcomes.

*I would like to thank Glenn Rudebusch, Carl Walsh, and John Williams
for comments and Stephanie Wang for outstanding research assistance.

1. The Federal Reserve does publish forecasts in its Greenbook, but
these forecasts are not made public until five years following the FOMC
meeting to which they relate. The Federal Reserve also publishes fore-
casts in its semiannual Monetary Policy Report to the Congress.
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very similar to inflation targeting. In particular, the Fed has
expressed a strong policy preference for low, steady
inflation, and debates about short-run stabilization policies
have prominently featured consideration of the long-term
inflation implications of current Fed actions” (p. 113). If
Bernanke and Mishkin (1997) are correct, then the decline
in inflation and the relative prosperity of the last 25 years
might be due partly to a form of implicit inflation targeting
(see also Goodfriend 2003). 

In this article, I investigate whether economic outcomes
would have been materially different if the Federal Reserve
had adopted a flexible inflation targeting regime when
Volcker was appointed chairman in 1979. Following
Svensson (1997), I model inflation targeting as the solution
to a constrained optimization problem in which stabilizing
inflation around an explicit inflation target features promi-
nently. Using a small-scale dynamic New Keynesian
model of the business cycle, which is estimated over the
Volcker-Greenspan period, I rerun history to see how the
economy might have unfolded had such a policy been in
place. These counterfactual simulations touch on the issues
raised in Bernanke and Mishkin (1997) because I look at
whether outcomes with inflation targeting would have been
broadly similar to actual outcomes. The estimated model
provides the constraints in the optimization problem and it
also supplies estimates of the demand and supply shocks.2

A complicating factor is that the model is one in which
households and firms are forward-looking, which intro-
duces issues of time inconsistency. I address these issues,
not by taking a stand on whether the Federal Reserve
would have been able to commit to future policy actions—
something that could never be known—but by considering
inflation targeting with both commitment and discretion.
With commitment, the Federal Reserve is assumed to be
able to tie its hands to a policy strategy, whereas with dis-
cretion, the Federal Reserve is assumed to reassess its pol-
icy strategy decision by decision. Because I consider both
possibilities, I am able to determine the effect time incon-
sistency can have on actual economic outcomes, and I am
able to identify situations where there would have been
large incentives at the margin for policymakers to renege
on the promises that are inherent to the commitment policy. 

The counterfactual simulations I perform are fully dy-
namic and, as such, they indicate how the economy might
have evolved had the Federal Reserve adopted inflation tar-

geting, given the shocks that occurred, according to the
model. I find that monetary factors appear to have had little
role in determining consumption outcomes but have been
more influential for inflation. I also find that time inconsis-
tency would have had nontrivial implications for inflation
had inflation targeting been adopted.3 If inflation targeting
had been in place, then inflation could have been lowered
much more quickly in the early 1980s with commitment
than with discretion, but incentives to renege on the com-
mitment policy would have intensified after low inflation
had been achieved. 

The exercise I perform relates to the work of Stuart
(1996), who considered how interest rates in the United
Kingdom would have differed from their historical path if
policy had been set according to a Taylor rule (Taylor
1993) or a money growth rule (McCallum 1988). Unlike
Stuart (1996), however, who looks at what these rules
would have implied for interest rates given the prevailing
state of the economy (see also McCallum 2000), my simu-
lations illustrate how the economy’s path—including inter-
est rates—would have differed from its historical path had
inflation targeting been adopted. This exercise also relates
to the analyses in Judd and Rudebusch (1998), Stock and
Watson (2003), and Orphanides and Williams (2005).
However, whereas those papers focus on counterfactuals
constructed using estimated Taylor rules (Taylor 1993), I
focus on optimal policy rules and on the economic implica-
tions of time inconsistency. 

The remainder of the article is structured as follows. A
small-scale New Keynesian business cycle model is intro-
duced and discussed in Section 2. This model is estimated
in Section 3 and the results are compared to other studies in
the literature. Section 4 describes the policy objective func-
tion that I use to summarize inflation targeting and shows
how the inflation targeting policy depends on whether
monetary policy is formulated with commitment or discre-
tion. Section 5 presents counterfactual simulations show-
ing how the economy might have played out if inflation
targeting had been adopted when Volcker was appointed.
These simulations also reveal important differences be-
tween the inflation targeting policies with commitment and
with discretion. Section 6 concludes. 

2. A Simple Macroeconomic Model 

I study a relatively standard sticky-price New Keynesian
model whose structure describes the aggregate behavior of

2. By construction, the policies that I consider are those that would best
achieve the goals and objectives of an inflation targeting central bank,
given the policy parameters that I specify. Different policy goals would
lead to different inflation targeting policies and to different economic
outcomes.

3. This result is in line with Dennis and Söderström (2005), who find
that the effects of time inconsistency can be important in hybrid New
Keynesian models of the type analyzed here.
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households, firms, and the monetary authority. The econ-
omy is one in which firms are monopolistically competi-
tive and prices and inflation are “sticky”—that is, they are
unable to adjust quickly to clear goods markets. To model
this price rigidity, I follow the literature on Calvo-pricing
(Calvo 1983) and assume that in each period a fixed pro-
portion of firms, 1 − ξ (0 ≤ ξ ≤ 1) , is able to reoptimize
the price charged for their goods. When ξ = 0 , all firms
are able to reoptimize their price each period; when ξ = 1 ,
no firms are able to reoptimize their price. The proportion
ξ is constant over time, but whether any particular firm can
adjust its price in a given period is determined by chance,
independent of that firm’s history of past price changes.
Firms that can reoptimize their price charge the price that
maximizes the firm’s value, the discounted value of ex-
pected future profits. The remaining firms are assumed to
index their price change mechanically to last period’s ag-
gregate inflation rate (Christiano et al. 2004). 

To produce goods, firms hire workers in a perfectly com-
petitive labor market. The economy’s production technol-
ogy transforms labor into goods that can be consumed,
with the number of goods produced per worker in a given
period shifted by an aggregate technology shock.
Christiano et al. (2004) show that the log-linearized first-
order condition for optimal price setting can be expressed
as a Phillips curve equation in which aggregate inflation,
πt , evolves according to

(1) πt = 1

1 + β
πt−1 + β

1 + β
Etπt+1

+ (1 − βξ) (1 − ξ)

(1 + β) ξ
m̂ct ,

in which m̂ct denotes real marginal costs, β (0 < β < 1)

is the subjective discount factor, and Et is the mathemati-
cal expectations operator conditional upon period t infor-
mation. Because physical capital does not enter into the
production technology, real marginal costs equal real unit
labor costs, the real wage divided by the marginal product
of labor. When estimating equation (1) below, I will em-
ploy the approximation m̂ct = ĉt + ût , where ĉt is the
consumption gap (defined below) and ût is a supply
shock. Any profits that firms earn are returned to share-
holders (households) in the form of a lump-sum dividend
payment. One important feature of this Phillips curve is
that the price indexing by the non-optimizing firms intro-
duces a lag of inflation into the specification. 

On the demand side, households are assumed to be
infinitely lived and to have identical preferences over con-
sumption (relative to habit consumption), leisure, and real
money balances. The representative household’s expected
lifetime utility is given by 

(2) U = Et

∞∑
i=0

β i u

(
Ct+i , Ht+i , Lt+i ,

Mt+i

Pt+i

)
, 

where Ct represents consumption, Ht represents habit con-

sumption, Lt represents labor supply, and
Mt

Pt
, the ratio of

nominal money balances to the aggregate price level, rep-
resents real money balances. 

The household budget constraint is

Ct + Mt

Pt
+ Bt

Pt
= Wt

Pt
Lt + (1 + Rt−1)

Pt
Bt−1

+ Mt−1

Pt
+ �t

Pt
,

where Mt−1 and Bt−1 denote the stocks of money and
nominal bond holdings brought into period t, Rt is the
nominal interest rate that prevails during period t, Wt is the
nominal wage rate, and �t combines the lump-sum divi-
dend payment that households receive from firms with
transfers from the government that arise from seigniorage
revenue. 

The utility function (2) is specified to accommodate the
possibility that external habit formation may affect a
household’s consumption decision. With external habits, a
household’s decisions about how much to consume are
shaped by the behavior of other households. Specifically,
the representative household’s marginal utility of con-
sumption is lowered when other households consume
more. In other words, with external habits, households feel
worse off when their consumption is low relative to other
households, spurring efforts to “catch up with the Joneses.”  

To model the habit formation I assume that habit con-
sumption, Ht , evolves according to

Ht = γ Ct−1 ,

where 0 ≤ γ < 1 , and that the instantaneous utility func-
tion takes the form

where ĝt is an aggregate shock to consumer preferences;
σ , α , and θ are curvature parameters that are required to be
positive. Larger values of γ increase the importance of
habit formation. Utility maximization leads to the follow-
ing log-linear Euler equation for aggregate consumption:

u

(
Ct , Ht , Lt ,

Mt

Pt

)
= eĝt (Ct − Ht )

1−σ

1 − σ

+
(

Mt
Pt

)1−α

1 − α
− L1+θ

t

1 + θ
,
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(3) ĉt = γ

1 + γ
ĉt−1 + 1

1 + γ
Et ĉt+1

− (1 − γ )

σ (1 + γ )
(Rt − Etπt+1 − ρ) + gt ,

where ĉt represents the percent deviation of aggregate con-
sumption from its nonstochastic steady state and the rate of
time preference, ρ , is defined according to ρ = − ln (β) . 

3. Model Estimates 

To estimate the parameters in equations (1) and (3), an
equation describing the nominal interest rate is needed. For
estimation, then, I assume that Rt obeys

(4) Rt = (1 − φ3) [φ0 + φ1 Etπt+1 + φ2ĉt−1]
+φ3 Rt−1 + εt ,

which is in the form of a forward-looking Taylor-type rule
(Taylor 1993). The parameters φ1 and φ2 summarize the
long-run responses of the federal funds rate to movements
in expected inflation and the consumption gap, respec-
tively, while φ3 captures policy inertia, or gradualism (Ber-
nanke 2004). According to this policy rule, policymakers
respond to movements in expected future inflation and the
(lagged) gap, but these responses are tempered so as to
avoid large interest rate changes (see Clarida et al. 1998). 

The complete model consists of equations (1), (3), and
(4), which are parameterized by ρ , γ , σ , ξ , φ0 , φ1, φ2 ,
and φ3 . To estimate these parameters, I require data for
Rt , ĉt , and πt . Because Rt serves as the policy instrument,
I measure Rt using the quarterly average of the federal
funds rate. To construct the gap, I exploit the fact that the
economy’s resource constraint equates consumption to
output and measure ĉt by applying the Hodrick-Prescott
filter to total consumption per member of the labor force.
Then, because the gap is constructed from consumption
data, I measure inflation, πt , using the annualized quar-
terly percent change in the PCE price index. Using these
data, equations (1), (3), and (4) are estimated using Full
Information Maximum Likelihood over the period
1979:Q4, the first complete quarter following Volcker’s ap-
pointment to chairman, to 2004:Q1. 

One of the most interesting and important parameters in
the model is the Calvo-pricing parameter, ξ . For this data
set, and over this sample period, ξ is estimated to be 0.75,
which, because the model is estimated on quarterly data,
implies that one firm in four reoptimizes its price each
quarter. Alternatively, viewed in terms of durations, ξ =
0.75 implies that the representative firm reoptimizes its
price about once per year. Although data, sample periods,

and estimation methods differ among studies, this estimate
of ξ is broadly in line with the literature. Galí and Gertler
(1999), for example, estimate ξ to be between 0.83 and
0.92, while Sbordone (2002) finds 0.63 to 0.72 to be a rea-
sonable range. 

Another important behavioral parameter is the habit for-
mation parameter, γ . I estimate γ to equal 0.79, which 
implies that a household’s desire to keep its level of con-
sumption on par or above that of other households imparts
considerable inertia in consumption. By way of com-
parison, Dennis (2004) estimates γ to be between 0.84 
and 0.87, while McCallum and Nelson (1999) calibrate γ

to 0.80. 

I estimate
1

σ
, which describes the curvature of utility

with respect to consumption (relative to habit consump-
tion), to be about 0.02, which together with the estimate of
γ , implies an intertemporal elasticity of substitution of
about 0.002. This low estimate of the intertemporal elastic-
ity of substitution suggests that households are relatively
unwilling to substitute consumption through time. While
small, this estimate of the intertemporal elasticity of sub-
stitution is similar to Cho and Moreno (2004) and is 
consistent with the Campbell and Mankiw (1989) finding
that estimates of the intertemporal elasticity of substitution
tend to be numerically small and are often statistically 
insignificant. 

The remaining parameters of interest are those in the
policy reaction function. I estimate φ1 to be equal to 1.71,
φ2 to be equal to 1.81, and φ3 to be equal to 0.83. By way
of comparison, over the period 1987:Q3–1997:Q4, Judd
and Rudebusch (1998) obtain φ1 = 1.54, φ2 = 0.99, and
φ3 = 0.78. The only substantive difference between my 
estimates and Judd and Rudebusch (1998) lies in the esti-
mate of φ2 , largely because their specification uses output
data whereas mine uses consumption data. My estimates
are also similar to Sack (2000), who obtains φ1 = 1.52,
φ2 = 1.16, and φ3 = 0.65, with the exception that I obtain
a larger estimate of φ3 . Again, my use of consumption 
data in the reaction function leads to a larger estimate of φ2

than Sack (2000). 
Taking my parameter estimates and inserting them into

equations (1), (3), and (4), the resulting Phillips curve, con-
sumption Euler equation, and interest rate equation are

(5) πt = 0.5018πt−1 + 0.4982Etπt+1

+0.0430̂ct + ũt ,

(6) ĉt = 0.4404̂ct−1 + 0.5596Et ĉt+1

−0.0023 (Rt − Etπt+1 − 2.8197) + g̃t , and

(7) Rt = 0.1676(0.6052 + 1.7091Etπt+1 + 1.8149̂ct−1)

+0.8324Rt−1 + εt , 
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where, σu , σg , and σε are estimated to be 1.190, 0.510,
and 1.001, respectively, and ũt and g̃t are the estimated
supply and demand shocks. 

Equations (5) through (7) illustrate that, despite inertia
being introduced through habit formation and through
inflation indexing, households and firms remain forward-
looking in their decisionmaking. In both the Phillips curve
equation (5) and the consumption Euler equation (6), nu-
merically large coefficients are assigned to expected future
variables. Similarly, although a strong dose of gradualism
is evident in the policy rule, the monetary authority is still
forward-looking, responding in accordance with the Taylor
principle to movements in expected future inflation.4 A fur-
ther point worth noting is that the direct effect of interest
rate movements on consumption is small, which means
that, to stabilize inflation, monetary policy must operate
primarily through private sector expectations of future
inflation. 

4. Inflation Targeting... 

Since I am interested in how history might have unfolded
under inflation targeting, I need to define what I mean by
this. As discussed in Section 1, by inflation targeting I
mean that monetary policy is conducted according to a tar-
geting rule that is derived as the solution to an optimization
problem in which (among other things) expected devia-
tions between inflation and an inflation target are penal-
ized. To formalize this, in place of equation (7), I assume
that monetary policy is determined so as to minimize

(8) Loss = E0

∞∑
t=0

β t
[(

πt − π∗)2

+λ̂c 2
t + ν (Rt − Rt−1)

2
]

,

subject to equations (5) and (6). 
Equation (8) is widely used in the monetary policy liter-

ature to describe the goals and objectives of inflation tar-
geting (Svensson 1997). The function allows for an
inflation stabilization objective, a gap stabilization objec-
tive, and an interest rate smoothing objective. The inflation
target is denoted by π∗, while the weights assigned to gap
stabilization and to interest rate smoothing, relative to
inflation stabilization, are denoted by λ and ν , respec-
tively. In the terminology of the literature, if λ and ν both
equal zero, then the central bank is a strict inflation targeter

(or an inflation nutter), since its only concern is to stabilize
inflation about π∗ , whereas if λ is positive, then it is a flex-
ible inflation targeter. The interest rate smoothing parame-
ter, ν , is not integral to inflation targeting but is present to
capture the gradualism, or inertia, that is widely recognized
to characterize actual policy behavior. It is assumed that
both the inflation target, π∗ , and the relative weights, λ

and ν , are publicly known. 
It should be apparent that the assumption that π∗ is

known is entirely consistent with the principles of inflation
targeting, which requires an announced target, or target
range, for inflation. However, the assumption that λ and
ν are publicly known goes beyond what inflation targeting
central banks generally publicize. Rather, this assumption
is made here because it allows the private sector to solve
for the central bank’s inflation forecasts, which inflation
targeting central banks typically do publicize. 

The solution to the central bank’s optimization problem
depends on whether the central bank is able to commit or
whether it sets policy with discretion. I consider both pos-
sibilities in turn. 

4.1. ...under Commitment... 

Under commitment, the central bank determines its opti-
mal policy at some specific date and ties its hands to imple-
ment that policy, come what may. The reason that the
central bank must tie its hands is that when households and
firms are forward-looking, policies that are determined to
be optimal when viewed from today are not necessarily op-
timal when viewed from tomorrow. The mere passage of
time can render an optimal policy suboptimal. Time incon-
sistency, as this is known, arises because the optimal policy
contains promises about how future policy will be con-
ducted that are designed to shape households’ and firms’
expectations. In many situations, however, the policy that
is promised for the future is not necessarily the one that the
central bank would choose to implement when that future
date arises. 

The assumption that the central bank commits, or ties its
hands, boils down to assuming that the central bank does
not renege on its announced policies—even if, with the
passage of time, it faces incentives to do so. In essence, 
the central bank designs its optimal policy on a single oc-
casion, taking into account how that policy affects the ex-
pectations of households and firms. For their part,
households and firms are assumed to understand that the
central bank has tied its hands and they allow for this when
forming expectations. 

Under commitment it can be shown that the economy
evolves through time according to

4. According to the Taylor principle, the monetary authority should raise
the nominal interest rate more than one-for-one with expected inflation.
Following this principle ensures that the ex ante real interest rate rises
when expected inflation increases, which serves to help stabilize the
economy.
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(9) zc
t = hc

0 + H c
1 zc

t−1 + H c
2 vt ,

where zc
t = [ πt ĉt Rt µ1t µ2t ]′ , vt = [ ut gt ]′ ,

and hc
0 , H c

1 , and H c
2 are coefficient matrices conformable

with zc
t and vt . A notable feature of the commitment equi-

librium is that equation (9) depends not only on πt−1 , 
ĉt−1 , and Rt−1 , but also on two additional variables, µ1t−1

and µ2t−1 . These additional variables, µ1t and µ2t , are
Lagrange, or commitment, multipliers that measure the
marginal increase in loss (equation (8)) that would arise
from a marginal relaxation of equation (1) and equation
(3), respectively. Box 1 shows why these lagged Lagrange
multipliers affect the behavior of the economy. The fact
that the commitment solution depends on these Lagrange
multipliers was first noted by Kydland and Prescott (1980)
and lies at the heart of the time-inconsistency problem.
Suitably transformed, these commitment multipliers can be
interpreted as shadow prices that measure the marginal cost
(in terms of loss) of having higher inflation or a higher gap
as a result of reneging on policy promises. When µ1t and
µ2t are large (in magnitude), so too is the instant gratifica-
tion the central bank receives by reneging on its policy
promises. 

4.2. ...and under Discretion 

When policy is set with discretion, the central bank does
not tie its hands but rather reoptimizes each time a policy
decision has to be made. Because the central bank reopti-

mizes its policy each period, any announcements the bank
makes about future policy are not credible to the private
sector and are not believed. Consequently, the central bank
loses some of the influence over private sector expectations
that it would have had if it could commit. Of course, it
needs to be borne in mind that although the central bank re-
optimizes each period it is not myopic. When choosing its
policy, the central bank takes into account the full impact
its policies are expected to have on the economy, whether
now or in the future. 

Without going into detail, it can be shown that when pol-
icy is set with discretion the equilibrium takes the form5

(15) zd
t = hd

0 + H d
1 zd

t−1 + H d
2 vt , 

where zd
t = [ πt ĉt Rt ]′ , and hd

0 , H d
1 , and H d

2 are
coefficient matrices conformable with zd

t and vt . 

5. Inflation Targeting as a 
Counterfactual to History 

The previous section discussed inflation targeting and
showed how to think about inflation targeting policies
under commitment and discretion. Section 3 presented es-
timates of a simple dynamic model of the U.S. economy. In
this section I combine the estimated model with inflation
targeting and generate counterfactual data in a model sim-

Box 1
Modeling the Commitment Policy

To solve for the optimal commitment policy I construct the Lagrangian

L = E0

∞∑
t=0

β t
[(

πt − π∗)2 + λ̂c 2
t + ν (Rt − Rt−1)

2 + 2µ1t s1t + 2µ2t s2t

]
,

where

(10) s1t = ϕππt−1 + (1 − ϕπ) Etπt+1 + αĉt + ut − πt = 0

(11) s2t = ϕcĉt−1 + (1 − ϕc) Et ĉt+1 − φ (Rt − Etπt+1 − ρ) + gt − ĉt = 0 .

Differentiating this Lagrangian with respect to πt , ĉt , Rt , µ1t , and µ2t yields equations (10) and (11) and

(12) πt + µ1t − β−1ϕπµ1t−1 − β (1 − ϕπ) Etµ1t+1 − φβ−1µ2t−1 = 0 t > 0

(13) λct − αµ1t + µ2t − ϕcβ
−1µ2t−1 − (1 − ϕπ) βEtµ2t+1 = 0 t > 0

(14) ν (Rt − Rt−1) − νEt (Rt+1 − Rt) − φµ2t = 0 t ≥ 0 .

Because the optimization takes place at a particular point in time, here when t = 0 , two further necessary conditions for an opti-
mum are µ10 = 0 , and µ20 = 0 , which, together with π0 = π0 , ĉ0 = ĉ0 , and R0 = R0 , tie down the initial state of the economy.

5. See Dennis (2001) and the references therein.
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ulation that can be compared to what actually occurred.
This exercise is interesting for several reasons. First, it
speaks to the issue of whether inflation’s decline in the
early 1980s was plausibly due to monetary policy or
whether it was likely due to luck. Second, the counterfac-
tual simulations illustrate how policymakers might have
behaved differently had they pursued flexible inflation tar-
geting. Third, the differences between the commitment
counterfactual and the discretion counterfactual highlight
the effect time inconsistency can have on actual outcomes.
Finally, by tracking the commitment multipliers as the state
of the economy changes I can identify times during the
past 25 years when, if they had been able to commit, poli-
cymakers would have faced strong incentives to renege on
their policy promises. 

To determine how the economy might have evolved
under inflation targeting, the optimization constraints,
equations (10) and (11), are parameterized according to
their empirical counterparts, equations (5) and (6). By de-
sign, the parameters in these optimization constraints are
structural, relating to preferences and technology, and
should be invariant to the Federal Reserve’s policy rule.6

Given the estimated constraints, the economy evolves ac-
cording to equation (9) under commitment and equation
(15) under discretion. Because the estimated demand and
supply shocks enter equations (5) and (6), the data gener-
ated by these counterfactual simulations indicate how the
economy would have evolved under inflation targeting,
given the shocks that are estimated to have occurred.7 Of
course, to obtain equations (9) and (15), which are essen-
tial for the simulations, I must supply values for λ and ν .8

I use a standard parameterization, setting λ equal to 1.0,
which implies that the weight on consumption stabilization
is equal to that on inflation stabilization, and setting ν

equal to 0.5, giving a modest role for policy gradualism
(Rudebusch and Svensson 1999). 

5.1. A Commitment Counterfactual 

Assume that the Federal Reserve had adopted an inflation
target when Volcker was appointed chairman and that the
Federal Reserve had been able to tie its hands and imple-

ment a commitment policy. In other words, assume that in
1979:Q4 the Federal Reserve solved for the optimal com-
mitment policy, given the state of the economy in 1979:Q3,
and that the policy chosen at that time is the one that has
been applied ever since. 

Given the estimated model, the estimated demand and
supply shocks, and the assumed policy objective function,
Figure 1 traces out how the economy would have evolved
from its position in 1979:Q3 until 2004:Q1, if the Federal
Reserve had pursued inflation targeting and had set policy
with commitment. 

Panel C shows the path for the federal funds rate with
the inflation targeting policy (dashed line) alongside the
path that the federal funds rate actually followed (solid
line). Relative to the actual path, there are three periods
when inflation targeting would have led to tighter policy
and two main periods when it would have led to looser pol-
icy. In the early 1980s, soon after Volcker was appointed
and when inflation was high, an inflation targeting policy
would have raised interest rates much more than the histor-
ical policy. With higher interest rates, the inflation targeting
policy would have lowered the consumption gap (panel B)
and tempered expectations of future inflation, both of
which would have exerted downward pressure on inflation
(panel A). In fact, if the inflation targeting policy had been
implemented, then inflation would have declined to around
target by early 1982. Of course interest rates would have
remained high somewhat beyond 1982, the consequence of
a policy promise that must be honored to keep interest rates
high for a sustained period, which helped to secure the
quick reduction in inflation. It is worth noting that the dif-
ferences between the actual policy and the inflation target-
ing policy around this time are not trivial. With inflation
targeting, the nominal federal funds rate would not have
been cut in 1980:Q2 and it would have been raised by as
much as 7.8 percentage points higher than the policy actu-
ally followed. 

During the mid- to late 1980s, interest rates would have
been lower with inflation targeting than their historical
level. By this time, inflation would have been lowered to
near target, and with the expectation that inflation would
remain low in place, a looser policy than that actually im-
plemented would have been possible and would have
raised consumption. By the late 1980s, however, rising de-
mand brought about by low interest rates would have al-
lowed inflationary pressures to build up. To keep inflation
in check, the inflation targeting policy would have recom-
mended that interest rates be higher than they were at that
time, but this would have been followed by a sustained pe-
riod of lower interest rates that would have ended only
when inflation began to pick up in 2000. Interestingly, al-
though inflation targeting would have lowered interest

6. Because these behavioral parameters do not depend on the policy
rule, these counterfactual simulations should be immune to the Lucas
(1976) critique.

7. It is worth noting that, although these simulations are fully dynamic,
the underlying model is estimated only once. It would be interesting, al-
though difficult, to augment the analysis with real-time estimation sup-
ported by real-time data.

8. For the inflation target, π∗, I extract and use the estimate implied by
equations (5) and (6).
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rates relatively slowly during the most recent downturn, by
2004:Q1 the inflation targeting policy would be pretty sim-
ilar to the actual policy. 

Looking at the consumption gap, the greatest differences
between the actual policy and the inflation targeting policy
occur during the 1990s and in the early 1980s. In the
1990s, higher consumption would have been possible with
inflation targeting, with positive supply shocks and an ab-
sence of positive demand shocks allowing interest rates to
remain low. But in the early 1980s, the inflation targeting
policy would have led to lower consumption as part of the
effort to subdue inflation. 

Overall, the key differences between the two policies are
that the inflation targeting policy would have lowered
inflation more quickly in the early 1980s and that it would
have allowed inflation to pick up more in the late 1990s.
The fact that the inflation targeting policy is formulated
with commitment, with the implication that policy prom-
ises must be honored, leads to periods when policy is sys-
tematically and enduringly tighter or looser than the policy
actually pursued. Despite these apparent differences, since
the counterfactual inflation targeting policy is determined
using dynamic simulation, it is actually striking that the
differences between the two consumption paths and the
two inflation paths are not more pronounced, a result that
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Economic Outcomes under Commitment, Actual and Counterfactual
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touches on the arguments in Stock and Watson (2003) and
Sims and Zha (2004), which is that good luck has been im-
portant for the success of the 1980s and 1990s. 

5.2. A Discretionary Counterfactual 

Having seen how history might have unfolded with
inflation targeting under commitment, here I consider what
might have happened if inflation targeting had been
adopted and policy had been set with discretion. As noted
earlier, with discretion the desired policy is reevaluated
each period rather than determined once and for all at some
specific date. Because the policy is reevaluated at each

point in time, announcements about future policies are not
credible and policymakers have less control over expected
inflation. For the same model, the same shocks, and the
same policy regime parameters (λ = 1.0 and ν = 0.5),
Figure 2 shows how the economy might have evolved be-
tween 1979:Q4 and 2004:Q1, given its position in
1979:Q3, if inflation targeting had been adopted and policy
had been set with discretion. As earlier, the solid lines re-
late to actual outcomes while the dashed lines relate to the
inflation targeting counterfactual; panels A through C show
the paths for inflation, the consumption gap, and the fed-
eral funds rate, respectively. 
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The first thing to note about Figure 2 is that the counter-
factual data are quite similar to the actual data, particularly
the consumption gap and especially since 2000. Of course,
because the simulated data are sensitive to the policy
regime parameters, λ and ν , this need not have been the
case. However, for the standard parameterization of the
policy objective function used here, the actual data can be
more easily reconciled with inflation targeting if monetary
policy is set with discretion rather than with commitment.  

Turning to the details, in the early 1980s the inflation tar-
geting policy would have raised the federal funds rate by
more than the actual policy, and this would have lowered
inflation more quickly. Unlike the commitment policy,
however, with discretion the federal funds rate declines
rapidly after inflation is lowered. Because the inflation tar-
geting policy is effective at bringing inflation down and
keeping it stable, interest rates over the middle part of the
1980s would have been lower than was historically the
case and would only have risen above the historical path in
1990. During the second half of the 1990s the inflation tar-
geting policy would have kept interest rates low, allowing
inflation to rise by more than it did at that time. While
inflation would have been higher, the benefit would have
come in the form of higher consumption. Interestingly,
with inflation targeting, outcomes for inflation and the con-
sumption gap after 2000 would have been similar to their
historical outcomes, but the federal funds rate would have
declined more gradually. With both the consumption gap
and the inflation rate picking up in 2004, the inflation tar-
geting policy would have suggested a small policy tighten-
ing in 2004:Q1. 

One implication of Figure 2 is that, for this benchmark
policy regime at least, if policy had been set with discre-
tion, then inflation targeting would have led to paths for
consumption and inflation that are very similar to those
that actually occurred. This, of course, does not mean that
the Federal Reserve has pursued inflation targeting and set
policy with discretion (the greatest differences between the
simulation and reality occur for the federal funds rate), but
it is consistent with the Bernanke and Mishkin (1997) ar-
gument that the Federal Reserve’s policy framework is
similar to inflation targeting. 

5.3. The Marginal Value of Promises Broken 

In this subsection, I set aside the economy’s actual path and
compare the two inflation targeting policies. Theory al-
ready shows something about the characteristics of the two
policies, for instance, that the commitment policy will
reflect an optimal degree of interest rate inertia, inertia that
emerges (even when ν = 0) because policymakers must
respond to changes in economic circumstances while 

honoring promises made in the past (Woodford 1999).
Theory also shows that the discretionary policy will lead to
a stabilization bias, that is, a tendency for consumption to
be overstabilized and for inflation to be understabilized
(Dennis and Söderström 2005). Putting theory aside, I look
at the differences between the commitment and discre-
tionary policies in terms of actual economic outcomes. I
also look at how the instant gratification policymakers re-
ceive by reneging on policy promises varies with the state
of the economy. 

Figure 3 combines the data on inflation, the consump-
tion gap, and the federal funds rate from the two counter-
factual policies and displays them in panels A through C,
respectively. Panel D shows the values for µ1t and µ2t that
correspond to inflation targeting under commitment.9 To
interpret these multipliers, note that there is the incentive to
renege on announced policies whenever they do not equal
zero. When µ1t and µ2t are positive, then the policymaker
benefits at the margin by reneging on promises so as to
lower inflation and the gap, respectively. 

Looking at panel B, it is clear that, in terms of broad
contours, the consumption gap that might have been ob-
served had inflation targeting been adopted in 1979:Q4 is
relatively unaffected by whether the Federal Reserve could
have tied its hands. If the Federal Reserve could have com-
mitted, then consumption would have been a bit lower in
the early parts of the 1980s and 1990s and a bit higher in
the mid-1980s and mid-1990s. Since about 1996, however,
the consumption gap would have followed pretty much the
same path. Turning to panel C, the interest rate inertia that
is known to characterize commitment policies is readily
apparent. The rise in interest rates associated with bringing
inflation down in the early 1980s is both larger and more
enduring with commitment than with discretion; similar
behavior can be observed when inflation begins to rise in
the early 1990s. 

Of course, what really stands out when panels B and C
are compared is how little the consumption gap paths differ
given how different the interest rate paths are, which indi-
cates that consumption outcomes are relatively invariant to
monetary policy factors. The main reason why monetary
policy has little effect on consumption is the small estimate
of the intertemporal elasticity of substitution in the con-
sumption equation (6). Because the direct effect of interest
rates on consumption is small, the expectations channel, by

9. In fact, the Lagrange multipliers shown in panel D are a transform of
the µ1t and µ2t discussed in Section 4.1. The transformed Lagrange
multipliers measure the instantaneous increase in the loss function that
would occur by reneging on a promise and allowing marginal increases
in inflation or the consumption gap. These multipliers are equivalent to
those that would be obtained if the optimization constraints (equations
(1) and (3)) had been expressed in state-space form.
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which expected inflation influences actual inflation, is cru-
cial for stabilizing inflation. The large differences between
the paths for the federal funds rate emerge, then, as the
commitment policy employs promises of sustained policy
interventions to gain leverage over inflation expectations.
The impact these policy promises would have on inflation
is evident in panel A, which shows the counterfactual paths
for inflation and the estimated inflation target. Particularly
in the early 1980s when inflation was above target, by
sticking to its promise to keep the federal funds rate high,
monetary policy is able to orchestrate a rapid disinflation. 

Finally, I turn to the time paths for the commitment mul-
tipliers shown in panel D. Because the commitment policy
has the Federal Reserve reneging on any policy promises
made prior to 1979:Q4 both multipliers equal zero at that
date. After 1979:Q4, however, the inflation multiplier and
the consumption multiplier both turn sharply positive and
remain positive until 1982:Q3 and 1983:Q3, respectively.
One thing that panel D makes clear is that the two multipli-
ers are positively correlated, which is to be expected be-
cause the model implies that (all else constant) a higher
consumption gap will raise inflation. In other words, reneg-
ing on a policy promise with the intention of raising con-
sumption, which then boosts inflation, is broadly
equivalent to reneging on a policy promise with the inten-
tion of raising inflation. 

According to the model, both commitment multipliers
would turn sharply positive in the early 1980s. With
inflation already above target, the central bank would find
it very costly to renege on a policy promise if reneging led
to even higher inflation, but it would benefit if reneging led
to lower inflation. With this intuition, it is reasonably clear
that the inflation multiplier is generally negative when
inflation is below target and generally positive when
inflation is above target. Interestingly then, having used
promises that interest rates would remain high to bring
inflation down in the early 1980s, once inflation has been
lowered the central bank would face incentives to renege
on the promised tight policy and allow higher inflation.
Two other occasions when the central bank would like to
renege on promises in order to raise inflation are the early
1990s and the period after 2001. Notably, all three of these
occasions are immediately preceded by recessions. Be-
cause inflation tends to decline during recessions, it is intu-
itive that incentives not to follow through on a high interest
rate policy will emerge after recessions. On other occa-
sions the policymaker would have faced incentives to re-
nege on promises for the purpose of lowering inflation or
the consumption gap. 

6. Conclusions and Caveats 

This article has looked at how the economy might have
evolved differently had the Federal Reserve adopted
inflation targeting at the time Volcker was appointed chair-
man. Using an estimated New Keynesian business cycle
model I recreate how history might have unfolded with an
inflation targeting policy, conditional on the demand and
supply shocks that are estimated to have occurred. Because
households and firms are forward-looking, time inconsis-
tency is an issue that I address by considering both inflation
targeting with commitment and inflation targeting with 
discretion. 

Employing a standard loss function used in the literature
to describe inflation targeting, I find that inflation targeting
policies would have lowered inflation more quickly in the
early 1980s than the policy pursued at the time. This is par-
ticularly the case for inflation targeting with commitment,
which would have used the promise that interest rates
would remain high for a sustained period to gain leverage
over private sector inflation expectations. Interestingly, the
simulations indicate that inflation targeting would have
produced paths for consumption that are broadly similar to
historical outcomes, regardless of whether policy is set
with commitment or discretion, suggesting that monetary
policy factors have not been especially pivotal for con-
sumption outcomes. For inflation, however, whether policy
is set with commitment or discretion is important. With
commitment, the inflation targeting policy in the early
1980s would have raised the federal funds rate by more,
and for longer, than the discretionary policy and would
have brought inflation down more quickly. Whether policy
is set with commitment or discretion also matters during
the 1990s. In the early 1990s the discretionary policy
would have allowed inflation to rise more in response to
shocks, but the opposite is the case in the mid- to late
1990s. Looking at the commitment multipliers, I find that
the central bank would want to renege on its policy prom-
ises in order to raise inflation when inflation is below tar-
get, which historically has tended to be the case after
recessions. This makes sense because it implies that, fol-
lowing recessions, policymakers would want to renege on
promises to keep interest rates high. 

Although the simulations suggest that inflation targeting
with discretion would have produced paths for inflation
and consumption that are very similar to those actually 
experienced, consistent with Bernanke and Mishkin
(1997), this result hinges on several important assump-
tions. The counterfactual simulations assume that mone-
tary policy is formulated and implemented quarterly,
which is obviously a simplification since the Federal
Reserve’s Open Market Committee meets formally eight
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times per year, and intermeeting interventions are not only
possible, but do occur. The simulations also assume that
households and firms fully understand that a switch to
inflation targeting has occurred with Volcker’s appointment
and that they do not have to infer the regime change from
observed outcomes and policy behavior. Furthermore, al-
though the counterfactual simulations were conducted
using standard weights on the target variables, how the
economy responds to shocks depends on these parameters.
Even more importantly, the simulations rely on the esti-
mated model, which may or may not have the correct struc-
ture. Because this model shapes the counterfactual
simulations, if it is incorrectly specified, then the simula-
tions themselves may be misleading. 
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1. Introduction

An enormous number of depository institutions have
merged in this country since the early 1980s.1 The scale of
consolidation is such that the number of independent bank
and thrift organizations operating in the United States has
been cut almost in half in the past 19 years, from 15,439 to
7,878.2 In the Twelfth Federal Reserve District, the relative
decline has been nearly as large, from 1,089 to 577. 

Banking industry consolidation may occur for various
reasons, not all of them mutually exclusive. For example,
depository institutions may merge because they expect to
take advantage of economies of scale or economies of
scope to increase profits. Alternatively, one depository in-

stitution may acquire another simply because the managers
expect that running a larger firm would increase their own
pecuniary or nonpecuniary compensation.

Alternatively, a depository institution may merge with
another in the same banking market because the surviving
institution expects to increase profits through the reduction
of competition that results from increasing concentration.
According to the “structure-conduct-performance” para-
digm in industrial organization theory, highly concentrated
markets, in which the share of output is concentrated in a
few large firms, are less competitive than markets in which
there are numerous smaller firms with roughly equal mar-
ket shares. Banks in less competitive markets would be ex-
pected to pay out lower deposit interest rates and collect
higher loan interest rates than banks in more competitive
markets, thereby earning higher profits.

Following the structure-conduct-performance paradigm,
the perspective taken in this paper and by regulators in
evaluating bank merger proposals is that, regardless of the
expected benefits of consolidation, one result of that con-
solidation, if concentration reaches high enough levels,
could be decreased competition. Empirical research has
shown a negative correlation between the strength of com-
petition and local banking market concentration (Pilloff
and Rhoades 2002, Rhoades 1992, and Berger and Hannan
1989). But it appears that it is mainly among more highly
concentrated markets that subsequent increases in concen-
tration reduce the level of competition (Laderman 2003).
Indeed, antitrust enforcement limits increases in concentra-
tion in markets with higher levels of concentration but not
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ments and Chishen Wei for excellent research assistance. Any errors are
my own. 

1. The decline in the number of depository institutions (bank holding
companies, thrifts, and independent banks) largely is due to mergers, but
also results from failures. Historically, the failure rate for savings and
loan associations and savings banks has been much higher than that for
banks, but both reached a recent peak during the late 1980s and early
1990s. 

2. This is for 1984–2003. Source: Author’s calculations, based on Fed-
eral Deposit Insurance Corporation Summary of Deposits and Office of
Thrift Supervision Branch Office Survey of OTS Regulated Institutions.
Industrial loan banks are excluded. Here and throughout this paper, I use
the term “consolidation” to refer to the disappearance of a depository in-
stitution due to a merger and the amassing of the deposits of the surviv-
ing institution and the nonsurviving institution on the books of the
surviving institution.
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in markets with lower levels of concentration. Given the
empirical evidence and the policy concerns, a main pur-
pose of this paper, then, is to investigate the changes in
concentration in local banking markets in the Twelfth
District between 1984 and 2003. In addition, given that
empirical research also has found a positive correlation be-
tween competition and the number of depository institu-
tions in local markets independent of concentration (Pilloff
and Rhoades 2002), the paper also investigates changes in
the number of depository institutions.3

This paper finds that concentration in urban local mar-
kets across the Twelfth District has increased moderately,
while concentration in rural markets has decreased.
However, changes in concentration have varied widely, and
quite a few markets have shown relatively large increases
in concentration. In addition, most local markets have
shown decreases in the number of depository institutions.

But I also find that, despite the effects of consolidation
on concentration to date, inexorably larger or more wide-
spread local banking market concentration increases are
not inevitable. This is because the change in concentration
depends in part on how concentrated a market is to begin
with—specifically, more highly concentrated markets
should see smaller increases in concentration than less con-
centrated markets. Two forces tend to lead to such an out-
come. First, as mentioned above, antitrust enforcement
tends to constrain increases in concentration when they
would result in high levels. Second, highly concentrated
markets should attract entry, thereby decreasing concentra-
tion. Indeed, I find a negative and statistically significant
relationship between concentration and the change in con-
centration across Twelfth District local banking markets.

In addition, the estimated relationship implies actual de-
creases in concentration for sufficiently high initial con-
centration levels, and I observe numerous instances of
concentration decreases in my sample. Redistributions of
market shares toward equality appear to be more important
than net new entry in explaining these instances.

The remainder of the paper is organized as follows.
Following a brief discussion of related research in Section
2, Section 3 provides a perspective on changes at the local
level with a discussion of changes at the national and
Twelfth District state levels. I find that the banking industry
has consolidated less at the Twelfth District state level than
at the national level, and I attribute this difference in part to
interstate mergers. Analogously, I find that the degree of
consolidation at the local level within Twelfth District

states has tended to be less than at the state level. However,
the extent of consolidation at the local level is, in general,
positively correlated with the extent of consolidation at the
state level. Section 4 contains the presentation and analysis
of changes in local banking markets, and Section 5 con-
cludes the paper.

2. Related Research

Despite the dramatic decline in the number of depository
institutions in the nation since the early 1980s, previous re-
search that focused only on bank deposits has shown that
local market concentration either has decreased or has in-
creased only modestly. For example, using only deposits of
banks and excluding deposits of thrifts (that is, savings and
loan associations and savings banks), Pilloff (2001, p. 238)
finds that urban banking market concentration, as meas-
ured by the median of the Herfindahl-Hirschman Index
(HHI),  decreased from 1,852 in 1980 to 1,822 in 1998.4,5

He finds that median rural banking market concentration
decreased from 3,757 to 3,474. Mean urban concentration
increased modestly from 1,953 to 1,975, while mean rural
concentration decreased from 4,451 to 4,090.

However, when thrift deposits are included, urban local
banking market concentration increases appear more sub-
stantial. Using bank deposits weighted at 100 percent and
thrift deposits weighted at 50 percent (which is the same
weighting used in this study for local banking markets),
Rhoades (2000) finds that mean urban banking market
concentration increased from 1,366 in 1984 to 1,666 in
1998, while mean rural banking market concentration in-
creased from 3,781 to 3,816. 

Previous research has found an empirical connection be-
tween initial concentration and the change in concentra-
tion. Using metropolitan statistical areas (MSAs) and
non-MSA counties as banking markets, Rhoades (2000)
finds, for local banking markets across the country as a
whole, a negative and statistically significant effect of ini-
tial concentration on the change in concentration.
However, the relationship between initial concentration
and the change in concentration is not a focus of Rhoades’
paper.

A combination of two other papers yields indirect 
evidence of a relationship between initial concentration
and the change in concentration. Pilloff and Rhoades

3. Other aspects of banking market structure besides concentration and
the number of firms may include the number of buyers, the degree of
product differentiation, the extent of barriers to entry, the type of cost
structure, and the degree of vertical integration. (Scherer 1980, p. 4.)

4. The HHI is the sum of the squares of the percent market shares of the
market participants, where market shares are measured using deposits in
branches in the market.

5. Following most research in this area, Pilloff defines urban markets as
metropolitan statistical areas (MSAs) and rural markets as counties that
are not in any MSA. In contrast, this paper uses Federal Reserve bank-
ing market definitions.
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(2002) find that local market concentration is positively
and significantly related to profitability, while Amel and
Liang (1997) find that entry is more likely in markets 
that have high profits, and entry tends to decrease market
concentration.6

Amel and Liang (1990) offer a related model of the
long-run change in concentration as a negative function of
the difference between current concentration and the long-
run equilibrium level of concentration. Partial adjustment
toward the equilibrium takes place in each period. The 
authors estimate the model for bank deposits for various
subperiods between 1966 and 1986. Amel and Liang hypo-
thesize that the equilibrium level of concentration in a par-
ticular market is a negative function of the attractiveness of
the market and a positive function of regulatory barriers to
entry into the market. They model attractiveness as being
dependent on factors such as the size, prosperity, riskiness,
and rate of growth of the market.

Although Amel and Liang (1990) do not explicitly dis-
cuss how consolidation fits into their model, they appear to
think of mergers as exogenous random shocks that boost
concentration above its equilibrium level. In the conclusion
to their paper, Amel and Liang state, “Over 20 years, mar-
ket structure adjusts only 45 to 55 percent of the distance to
its equilibrium level, so that mergers that increase concen-
tration may raise long-term competitive concerns” (Amel
and Liang 1990, p. 383).7

However, as shown in this paper, changes in concentra-
tion are negatively correlated with initial concentration.
From a public policy perspective, then, the slow downward
adjustment to positive shocks to concentration that Amel
and Liang (1990) find may raise relatively little concern
about significantly adverse effects on competition because
increases in concentration are likely to be smaller the more
concentrated the market.

3. Changes at the National and State Levels

As noted in the introduction, the number of depository in-
stitutions in the nation fell dramatically between 1984 and
2003. Over the same period, concentration at the national
level increased notably. While the number of U.S. deposi-
tory institutions fell by almost half (Figure 1), the aggre-
gate share of the top five depository institutions (that is, the
five largest as ranked by deposits) increased roughly 17
percentage points from about 9 percent to about 26 percent
(Figure 2).8

The liberalization of laws governing intrastate and inter-
state branching and merging likely contributed to the con-
solidation.9 Mainly during the 1980s, most of the states in
the country removed or significantly relaxed restrictions on
intrastate branching, which likely encouraged intrastate
mergers. In addition, between the mid-1970s and the mid-
1990s, states began to allow bank holding companies head-
quartered in other states to acquire banks in their state.
Beginning June 1, 1997, the Riegle-Neal Interstate Bank-
ing and Branching Efficiency Act of 1994 permitted inter-
state branching. Under the Act, a banking organization in
one state that acquired a bank in another state could convert
the acquired bank’s branches into its own branches, rather
than keeping the acquired bank as a separately chartered
entity.10 In addition, banking organizations that had estab-
lished banks in multiple states could merge these banks.
These moves to relax interstate expansion rules encour-
aged interstate mergers (that is, mergers between deposi-
tory institutions that do not operate in any of the same
states). 

The experiences of the Twelfth District states with inter-
state acquisitions suggest the importance of interstate
mergers for reshaping the structure of banking at a national
level. Except for in Hawaii, out-of-state depository institu-
tions acquired between roughly 12 percent and 64 percent
of individual Twelfth District states’ deposits upon initial
entry into the state between 1984 and 2003.11

6. Amel and Liang include what they model as expected concentration
(represented by past concentration and current exogenous market condi-
tions, such as population and population growth) along with current
profits and other variables on the right-hand side of their entry regres-
sion. Expected concentration is included with the view that high ex-
pected market concentration may, on the one hand, serve as an entry
barrier to the extent that it reflects superior product differentiation or a
first-mover advantage of incumbents. On the other hand, expected con-
centration may reflect expected gains from collusion (by implication,
beyond what is indicated by current profits). On the whole, the estimated
coefficients on expected concentration that Amel and Liang find are not
significant. 

7. The presence of antitrust enforcement in banking suggests that the
Amel and Liang model may be misspecified. Antitrust laws tend to con-
strain mergers in local banking markets that already are relatively con-
centrated but not in markets that are less concentrated. Thus, the size of
shocks to concentration due to mergers may be negatively correlated
with initial concentration, an explanatory variable in the Amel and Liang
model.

8. For other top groups, the percentage point increases in aggregate
shares were: top 10, 26.3 (from 14.3 percent to 37.6 percent); top 25,
29.8 (from 21.9 percent to 51.7 percent), and top 50, 31.4 (from 30.1
percent to 61.5 percent). In calculating these percentages, bank and
thrift deposits were weighted at 100 percent. Industrial loan bank de-
posits were excluded.

9. Jayaratne and Strahan (1998) find that banking industry merger and
acquisition activity increased in states after they joined interstate bank-
ing agreements.

10. Most states still do not permit de novo entry from out of state, only
entry by acquisition.

11. The percentages for the individual Twelfth District states are:
Alaska, 57.7; Arizona, 63.6; California, 24.7; Hawaii, 0.3; Idaho, 30.1;
Nevada, 30.6; Oregon, 32; Utah, 27.4; and Washington, 11.6. These 
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The number of depository institutions tended to decline
and concentration tended to increase for individual Twelfth
District states, too (see Figures 1 and 2). However, the ex-
tent of consolidation, with larger decreases in the number
of depository institutions and larger increases in concentra-
tion indicating more consolidation, tended to be less at the
Twelfth District state level than at the national level. For
example, each of the state-level percent declines in the
number of depository institutions operating in the state
were comparable to or smaller than the national percent de-
cline, and two states, Arizona and Nevada, even saw in-
creases (see Figure 3 later in this paper). Similarly, except
in Alaska, the state-level percentage point increases in the
top-five shares were comparable to or smaller than the na-
tional percentage point increase, and Nevada and Idaho
even saw decreases in concentration (see Figure 2).

The relatively smaller impact of consolidation on most
of the Twelfth District states than on the nation is not sur-
prising given the prevalence of interstate mergers discussed

earlier. An interstate merger would decrease the number of
depository institutions in the United States, but not within
any state. Similarly, an interstate acquisition by one of the
top five depository institutions in the United States would
increase the top-five share for the United States, but not for
any state.12 In contrast, intrastate mergers (that is, mergers
between depository institutions that operate in at least one
of the same states) decrease the number of depository insti-
tutions within each shared state and in the nation. 

However, it is possible that the extent of acquisition of
in-state depository institutions by out-of-state institutions
is correlated with changes in the number of depository in-
stitutions or changes in concentration within the state.

numbers are the sum of the percentages of deposits in the state’s branch-
es that were acquired upon entry between 1984 and 2003 by depository
institutions that were headquartered out-of-state at the time of entry, still
were headquartered out-of-state in 2003, and still were operating in the
state in 2003. Subsidiaries of foreign banking organizations were as-
signed the subsidiary’s state. Bank and thrift deposits were weighted at
100 percent. Industrial loan bank deposits were excluded.
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Figure 1
Number of Depository Institutions, 
United States and Twelfth District States

Notes: Includes bank holding companies, thrifts, and independent banks operat-
ing in regions indicated; excludes industrial loan banks. States are ranked in 
ascending order by percent change between 1984 and 2003.
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Figure 2
Shares of Top Five Depository Institutions
in the United States and Twelfth District States

Notes: Percentage of deposits that are held by the five largest depository institu-
tions operating in the United States or the state indicated, as ranked by deposits.
Bank and thrift deposits are weighted at 100 percent. Industrial loan banks are ex-
cluded. States are ranked in descending order by percentage point change be-
tween 1984 and 2003.

12. Depository institutions operating in more than one state in 1984 also
may have contributed to the United States showing a larger percent de-
cline in the number of depository institutions than each of the individual
Twelfth District states. If all mergers were intrastate and each depository
institution operated within only one state, then the percent change in the
number of depository institutions in the United States simply would be a
weighted average of the percent changes in the number of depository in-
stitutions in each of the 50 states. (The weights would be each state’s re-
spective share of the number of depository institutions in the United
States in the initial period.) To the degree that depository institutions op-
erate in more than one state in the initial period, the U.S. decline in-
creases in magnitude, due to the necessary correction to the weighted
average decline to account for overcounting of the initial number of
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Imagine, for example, that there are a fixed number of at-
tractive acquisition targets within a state and that, if a de-
pository institution is attractive for takeover, it is attractive
both for out-of-state acquirers and for in-state acquirers.13

Then, if an out-of-state depository institution acquires one
of those targets, the acquired institution is no longer “in
play” and cannot be acquired by an in-state institution.
Such circumstances could yield a negative correlation 
between the extent of acquisition by out-of-state deposi-
tory institutions and the degree of consolidation within 
the state.

Alternatively, imagine that interstate acquisitions are, in
general, more costly than intrastate acquisitions, perhaps
because of greater legal costs stemming from differences in
state laws. If a depository institution has overcome these
higher costs and entered from out-of-state, that institution
is likely to take advantage of its acquisition efficiency
through subsequent intrastate acquisitions. Given propor-
tional equivalence across states in the number of in-state
headquartered depository institutions that have themselves
acquired across state lines, such circumstances could yield
a positive correlation between the extent of acquisition 
of in-state depository institutions by out-of-state deposi-
tory institutions and the degree of consolidation within 
the state.

Finally, imagine that the motivations for interstate merg-
ers tend to differ from those for in-state mergers. For ex-
ample, interstate acquirers might primarily be seeking
geographic diversification. In contrast, in-state acquirers
might be seeking to take advantage of economies of scale.
This might yield no correlation between the extent of ac-
quisition of in-state depository institutions by out-of-state
depository institutions and the degree of consolidation
within the state.

Indeed, the extent of acquisition from out-of-state is not
highly correlated with the degree of consolidation at the
state level at all: for Twelfth District states, the correlation
between the percent of deposits that out-of-state institu-
tions acquired upon entry and the percent change in the

number of depository institutions in a state is only .22,
while the correlation between the extent of out-of-state 
acquisition and the change in the HHI at the state level is
only .35.14 Given these low levels of correlation, the forces
discussed earlier that might have yielded a negative or a
positive correlation may both be at work, or the motiva-
tions for interstate mergers may differ from those for
within-state mergers.

On the whole, Twelfth District states showed changes in
the number of depository institutions and in concentration
that were comparable to those seen in the rest of the coun-
try. At 35.7 percent, the median relative decline in the num-
ber of depository institutions across the Twelfth District
states was comparable to the 37.3 percent median relative
decline in the number of depository institutions across the
states in the rest of the country.15 Similarly, at 11.5, the me-
dian percentage point increase in the top-five share across
Twelfth District states was only modestly less than the me-
dian percentage point increase of 14 in the top-five share
across the states in the rest of the country.16

4. Changes at the Local Level

4.1. Background

From a public policy perspective, one of the main concerns
regarding depository institution mergers is their potential
effects on competition within local banking markets.
Indeed, antitrust enforcement applied to depository institu-
tion mergers focuses primarily on the effects on local bank-
ing market concentration. A local banking market typically
encompasses a metropolitan area or a number of rural com-
munities that are economically linked. Survey evidence re-
garding where people do their banking (Amel and
Starr-McCluer 2002) and research linking local banking
market concentration and prices (Pilloff and Rhoades
2002; Rhoades 1992; and Berger and Hannan 1989) 
suggest that banking markets have an important local 
dimension.

depository institutions in the United States when some of them operate
in more than one state. In contrast, the decline in any individual state is
not affected by the presence of multistate depository institutions.

The differences between the percentage point change in the top-five
share in the United States and the percentage point changes in the top-
five shares in the individual states will be affected by the degree to
which, for example, acquisitions by the top five in the United States also
constitute acquisitions by the top five in any states.

13. The concept of “attractive” targets does not fit especially well within
any of the merger motivations discussed in the introduction. For 
example, it is natural to think of attractive targets as banking institu-
tions that are mismanaged, but the merger motivations discussed in the
introduction are most compelling in a world in which there is no 
mismanagement.

14. Analogous correlations for the 1984–1997 (before Riegle-Neal) and
1997–2003 (after Riegle-Neal) subperiods also are low.

15. The median number of depository institutions across the states out-
side the Twelfth District was 259 in 1984 and 159 in 2003. 

Separately, note that, throughout this paper, medians, rather than
means, are used. Using means would not affect any of the qualitative re-
sults reported here. 

16. However, top-five shares started out higher in the Twelfth District
than in the rest of the country and remain so. In 1984, the Twelfth
District states’ median top-five share was 63.1 percent, versus 35.6 per-
cent in the rest of the country. In 2003, the median top-five share was
70.7 percent in the Twelfth District and 51.3 percent in the rest of the
country. The Twelfth District’s long history of statewide branching may
have contributed to its higher concentration.
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Under the Bank Holding Company Act, the Bank Mer-
ger Act, and other statutes, depository institutions must
apply for regulatory approval of proposed mergers with
other depository institutions. The Federal Reserve, the 
Department of Justice (DOJ), and other bank regulatory
agencies enforce antitrust statutes in banking by reviewing
such proposals for acceptable increases in concentration,
post-merger levels of concentration, and post-merger 
market shares. Market shares are measured using depo-
sits. When evaluating the potential effects of proposed
mergers on competition, regulators generally weight the
deposits of banks at 100 percent and the deposits of thrifts
at 50 percent in calculating market shares, with the view
that thrifts are partial competitors with banks.17 Every local
banking market in which both the merging parties operate
is examined.

Regulators assessing the effects of mergers in local
banking markets typically rely on the HHI rather than the
share of the top institutions to measure concentration. The
HHI gives proportionally greater weight to the market
shares of the larger firms, in accord with their relative 
importance in competitive interactions, and, given the
number of firms, the HHI is at a minimum when the mar-
ket is divided equally among insitutions. Holding the 
market shares of other firms constant, a merger between
two firms that both operate in the same market must in-
crease the HHI. 

The DOJ divides the spectrum of market concentration
into three broad categories: unconcentrated (HHI below
1,000), moderately concentrated (HHI between 1,000 and
1,800), and highly concentrated (HHI above 1,800). The
DOJ merger guidelines state that a proposed merger that
would result in an HHI increase of more than 200 points to
a level of 1,800 or more in any local banking market war-
rants further analysis of the competitive effects of the trans-
action in that market.18

In such cases, factors are considered that could mitigate
potential anticompetitive effects. Mitigating factors are
ones that would tend to make a market relatively attractive
for entry, such as high population growth rates and high in-
come.19 Regulatory approval of a merger may require a 

divestiture of acquirer or target branches in particular mar-
kets to a third party such that the resulting change in con-
centration is acceptable.

Although antitrust enforcement cannot decrease concen-
tration, it does limit increases in concentration, especially
in highly concentrated markets. If a proposed merger
would violate the DOJ merger guidelines in one or more
local banking markets and there were no mitigating factors
and no proposed divestiture, regulators might deny the pro-
posal. By denying some merger applications and by dis-
couraging other potential mergers from ever reaching the
application stage in the first place, antitrust enforcement,
especially in highly concentrated markets, can prevent
mergers. Moreover, because the DOJ merger guidelines in-
dicate a 200-point cap on increases in the HHI in markets
with an initial HHI of at least 1,600, but not in less concen-
trated markets, mergers that are approved may tend to in-
crease the HHI less in more highly concentrated markets
than in less concentrated markets. 

4.2. Local Market Definitions

For this study, I use the 162 local banking markets that are
actually used by the Federal Reserve Bank of San
Francisco in its analysis of the potential competitive effects
of proposed bank, bank holding company, and thrift merg-
ers in the Twelfth Federal Reserve District.20 For the 61
urban markets, these either are Ranally Metro Areas
(RMAs), as defined by Rand McNally, or RMAs and some
nearby towns. The 101 Twelfth District rural markets usu-
ally do not follow county boundaries; these counties tend
to be very large, and rural markets often include only part
of a county or may cross county lines.21

17. When evaluating a proposed acquisition of a thrift organization by a
banking organization, the deposits of the thrift are weighted at 50 per-
cent premerger and 100 percent postmerger, to reflect the banking orga-
nization’s postmerger control over the acquired deposits.

18. Note that this is a two-part test. For example, a proposal that would
increase the HHI by more than 200 to a level below 1,800 would not
prompt further competitive analysis, nor would a proposal that would
increase the HHI by no more than 200 to a level of 1,800 or more.

19. Other factors may influence the assessment of the potential anticom-
petitive effects of a transaction or outweigh those effects. Consider, for
example, the likely imminent failure of a proposed target depository 
institution. Accounting for a target’s being close to failure is part of a

careful comparison of the potential competitive effects of an acquisition
versus the potential situation should the acquisition not take place—
namely, the target is likely to disappear anyway. Even if denial of the
proposal does seem warranted on competitive grounds, approval still
might be warranted on the basis of, say, meeting the convenience and
needs of the community by preserving customer accounts and even, to
some degree, customer-bank relationships that had been built with the
failing institution.

20. Given that these markets were defined at a particular time, it is pos-
sible that some of them may be slightly redefined in the future as market
conditions evolve or in consideration of the particular circumstances of
a proposed transaction. Likewise, I use market definitions as of February
2004 in this paper, despite the possibility that, in the past, the geographic
boundaries of a few markets may, in reality, have been slightly different.
Market definitions can be found at http://www.frbsf.org/publications/
banking/market/index.html

21. Many of these markets, especially in rural areas, were defined to an-
alyze a particular proposed merger. Therefore, there is a tendency for
markets with no merger activity nearby, including monopoly markets, 
to remain undefined and thereby to be excluded from this analysis.

http://www.frbsf.org/publications/banking/market/index.html
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4.3. Relationships between State Level Changes
and Local Level Changes within States

Consistent with the national and state level patterns, the
number of depository institutions at the local level tended
to decline between 1984 and 2003, while concentration, as
measured by the HHI, tended to increase (see Figures 3 and
4). However, in general, there was less consolidation at the
local level than at the state level, just as there was less con-
solidation at the state level than at the national level. In par-
ticular, in each of the states where the number of
depository institutions declined, the percent decline ex-
ceeded the median percent decline for that state’s local
markets (see Figure 3).22 And in the majority of Twelfth
District states, changes in the HHI at the state level were
greater than the median of the changes in local market
HHIs within the state (see Figure 4). In addition, no state
showed HHI increases in every one of its local markets.23

Similar to the role interstate mergers play in explaining
why national levels surpass state levels of consolidation,
“intermarket” mergers likely play a role in explaining why
state levels surpass local levels. Although most of the
Twelfth District states have permitted statewide branching
since at least the early 1960s, many depository institutions
still operate only within certain regions of a state.24 Of
course, the many smaller depository institutions operate
within just a few local markets in a state. Thus, there is
ample scope for mergers to effect consolidation at the state
level, but not in any local market.

Another reason that local level consolidation, on aver-
age, tends to be less than at the state level is simply that the
minimum size for a depository institution branch to be eco-
nomically viable is too large to permit the less populous
local markets to accommodate as many branches of differ-
ent depository institutions as the more populous local mar-
kets.25 Thus, a merger may contribute to consolidation at
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22. Note, however, that the three states with stable or increasing num-
bers of depository institutions (Idaho, Arizona, and Nevada) also had
equal or greater changes at the state level than at the local level, which
does not indicate greater consolidation at the state than at the local level
in those states. 

23. In contrast, both of Alaska’s defined local markets and all five of
Hawaii’s showed declines in the number of depository institutions.

24. Statewide branching became effective in Oregon and Washington in
1985 and in Hawaii in 1986 (Amel and Keane 1986).

25. The contrast between the number of depository institutions in urban
local markets versus rural local markets is visible in a supplementary
Appendix that is available in the online version of this article; it also is
available from the author upon request.
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the state level and within some local markets, but very
likely not within every local market in the state.26

While consolidation at the local level tends to be less
than consolidation at the state level, the two do appear to be
positively correlated. For example, the correlation between
the state level change in the number of depository institu-
tions and the median change in the number of depository
institutions in local markets in the state (0.83) is relatively
strong (see Table 1). So is the correlation between the state
level change in the HHI and the median change in the HHI
in local markets in the state (0.75). Consistent with the 
relatively high degree of correlation between consolida-
tion at the state level and consolidation at the local level,
among the Twelfth District states, Arizona, Idaho, and
Nevada rank near the bottom on both counts (see Figures 1,
3, and 4).27

Given that previous research has found evidence of
greater increases in concentration in urban markets than in
rural markets, Table 1 also presents correlations between

state and local level changes for urban and rural subsets of
markets within the Twelfth District. Five out of eight of the
correlations between state and local measures of consolida-
tion for urban and rural subsets of markets are at least .8 in
absolute value.

4.4. Variations in Local Level Consolidation 
across the Twelfth District and 
the Role of Initial Concentration

As mentioned in Section 2, Pilloff (2001) found, using
bank deposit data only, that local markets have seen either
decreases in concentration or only modest increases in con-
centration on average. However, using bank and thrift de-
posits, Rhoades (2000) found that the mean U.S. urban
banking market HHI increased by a much larger amount
than indicated by Pilloff’s statistics and that the mean U.S.
rural banking market HHI increased rather than decreased. 

Using median changes, bank and thrift deposits, and
Federal Reserve banking market definitions rather than
MSAs and non-MSA counties, I find changes in concentra-
tion for urban and rural markets in the Twelfth District that
fall between those found by Pilloff and those found by
Rhoades for local markets across the whole country (see
Table 2).28 In particular, this study’s median change of 129
in the Twelfth District urban market HHI, while larger than
the change that Pilloff finds, is well below the change that
Rhoades finds and well below the benchmark 200 points
that might trigger antitrust concerns (should the change in
concentration result in a highly concentrated market). And
the median change in the Twelfth District rural market
HHI, while smaller in magnitude than that found by Pilloff,
still is negative.29

However, this study finds that over a third of both urban
markets and rural markets saw increases in the HHI of
greater than 200 points. For 32 of these rural markets (31.7
percent of rural markets) and 8 of the urban markets (13.1
percent), the HHI increase of more than 200 was to a level
of at least 1,800.30

Table 1
Twelfth District Correlations between State Level
and Local Level Measures of Consolidation

Correlation between...

% change in depository Change in 
institutions (DIs) (state level) state level HHI

and... and...

% of local median % of local median
markets with % change in markets with change in

decrease in DIs local DIs HHI increase local HHI

Overalla –0.69 0.83 0.32 0.75

Urban onlyb –0.87 0.97 0.52 0.95

Rural onlyc –0.30 0.35 0.80 0.87

aState level variables measured across the whole state, including areas not in any
defined local market. Local variables measured across only defined urban and
rural markets.
bState level variables measured across only defined urban local markets.
cState level variables measured across only defined rural local markets.

28. Note that the length and timing of the sample period differs some-
what among the three studies: 19 years for this study (1984–2003), 18
years for Pilloff (1980–1998), and 14 years for Rhoades (1984–1998).

29. With respect to the contrast between urban and rural markets, note
also that the median percent decrease in the number of depository insti-
tutions in urban markets exceeds that in rural markets (Table 2). 

30. A somewhat higher percentage of urban markets (41 percent) than
rural markets (34.7 percent) showed an HHI increase of more than 200,
but rural markets tended to start out with higher levels of concentration,
which increased the likelihood of their ending the sample period with an
HHI of at least 1,800. (These data are available in the supplementary
Appendix in the online version of this article and also are available from
the author upon request.) Note that an HHI increase of more than 200 

26. As noted in footnote 21, there are areas of each state that are not in
any defined local banking market. Therefore, unlike the relative change
in the number of depository institutions in the United States, which
would be equal to a weighted average of the relative changes in the 
number of depository institutions in each state, were all mergers intra-
state and each institution operating in only one state, the relative change
in the number of depository institutions in a state would not be equal to
a weighted average of the relative changes in the number of depository
institutions in defined local markets in those states, even under analo-
gous circumstances.

27. Some of the numbers for the individual Twelfth District states that
were used to calculate the correlations in Table 1 appear in Figures 1, 3,
and 4. All of them are available from the author upon request.
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But the presence of such increases should not signal in-
exorably larger or more widespread local banking market
concentration increases in the future, even should the un-
derlying consolidation trend of the past 19 years continue.
As a market becomes more concentrated, two forces
should, at least in the long run, slow its increase in concen-
tration. First, as explained earlier, antitrust enforcement
tends to limit increases in concentration due to mergers, es-
pecially for highly concentrated markets. Second, assum-
ing that rising concentration increases profitability, highly
concentrated markets should, through competition, attract
new entry, thereby at least partially countering any in-
creases in concentration due to mergers.

Indeed, consistent with antitrust enforcement and com-
petition-driven new entry, Table 2 shows that only one of
the 12 urban markets that were highly concentrated to
begin with in 1984 saw an increase in concentration,
whereas 40 of the 49 urban markets that were not highly

concentrated to begin with saw an increase in concentra-
tion. Similarly, a lower proportion of rural markets that
were highly concentrated in 1984 saw an increase in con-
centration than did rural markets that were not highly con-
centrated in 1984. And, for both urban and rural markets,
the median change in concentration for highly concen-
trated markets was lower than the median change for mar-
kets that were not highly concentrated.

Not only did highly concentrated markets tend to see
smaller increases in concentration, the majority of highly
concentrated markets saw actual concentration decreases.
Likewise, the median change in concentration for markets
that were highly concentrated in 1984 was negative. 

The presence of concentration decreases in initially
highly concentrated markets suggests that antitrust en-
forcement cannot be the only influence linking initial con-
centration to the change in concentration. Antitrust
enforcement can only limit increases in concentration, it
cannot decrease concentration. Two other forces could re-
sult in concentration decreases, though: more entries than
exits, that is, positive net entry, or a redistribution of market
shares toward equality without net new entry.31 The theo-
retical links between high concentration, competitive mar-
ket forces, and market share redistributions with no net
new entry are not well established in the research literature
and are not pursued in this article.32 It is sufficient for the
purpose of explaining the empirical presence of decreases
in concentration to note only that net new entry and market
share reallocations both decrease concentration, whereas
antitrust enforcement does not.33

The data in Table 2 for changes in the number of depos-
itory institutions do not appear to indicate a strong ten-
dency toward net new entry in highly concentrated
markets. Among both urban and rural markets, a lower pro-
portion of markets that were highly concentrated to begin
with in 1984 did see a net decrease in the number of depos-
itory institutions than markets that were not highly concen-
trated to begin with. This is consistent with antitrust

Table 2
Changes in Concentration and 
Number of DIs in the Twelfth District, 
Urban and Rural Banking Markets, 1984–2003

Urban banking Rural banking
markets markets

Median change –33.3% –10% 
in DIs 

Median change 129 –147 
in HHI

1984 HHI ≤1,800 >1,800 ≤1,800 >1,800

Markets 49 12 22 79 

# with DI 43 (87.8%) 7 (58.3%) 15 (68.2%) 42 (53.2%)
decreasea

# with HHI 40 (81.6%) 1 (8.3%) 13 (59.1%) 29 (36.7%)
increaseb

Median change –35% –13.3% –9.5% –12.5%
in DIs

Median change 178 –256 136 –146
in HHI

aSome markets had no change in the number of DIs. Therefore, the number of
markets with an increase in the number of DIs is less than the total number of
markets minus the number with a decrease in the number of DIs.
bOne rural market had no change in the HHI.

31. Given two markets with the same number of depository institutions,
the market with a more even distribution of market shares has lower
concentration. It also is possible for a market with fewer depository in-
stitutions but a more even distribution of shares to have lower concentra-
tion than a market with more depository institutions but a more uneven
distribution of shares.

32. Such an exploration might begin with the observation that realloca-
tions of market shares toward a more even distribution of shares may
also be thought of as a type of “entry,” wherein the market shares of the
“entrants” increase from nonzero levels.

33. Unless otherwise specified, here and for the rest of the paper, a “re-
allocation” or “redistribution” of market shares means a redistribution of
market shares toward equality such that concentration decreases without
any net new entry.

points to a level of at least 1,800 over 19 years does not indicate a breach
of the DOJ merger guidelines. The guidelines apply to individual trans-
actions. Therefore, a series of changes of less than 200 that bring the
HHI up to at least 1,800 is quite possible. In addition, as discussed 
earlier, the presence of mitigating factors may result in approval of a
transaction that increases the HHI by more than 200 to a level of at 
least 1,800.
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enforcement, that is, fewer exits through mergers, and with
higher entry in highly concentrated markets.34

However, even among highly concentrated markets, less
than half saw a net increase in the number of depository in-
stitutions, and median changes in the number of depository
institutions were negative.35

Data (not shown) also indicate that net new entry does
not play the most important role in explaining the tendency

toward declines in concentration in highly concentrated
markets. Among highly concentrated markets that de-
creased in concentration, only 36.4 percent of urban ones
and 34.7 percent of rural ones showed a net increase in the
number of depository institutions.

To further examine the relationships between concentra-
tion and the change in concentration or in the number of
depository institutions and what forces might contribute to
those relationships, I estimate simple regression models of
these changes as functions of initial concentration and de-
mographic control variables. Given the change in regula-
tions affecting bank mergers following the Riegle-Neal Act
in 1997, I estimate the models for 1984–1997 and for
1997–2003, as well as for the entire 1984–2003 period. It
is possible that the statistical significance of these relation-
ships depends on which of the two subperiods is being 

Box 1
The Effect of Initial Concentration on the Changes in Concentration and 
in the Number of Depository Institutions 

I estimate models of the change in concentration and the change in the number of depository institutions, with demographic con-
ditions in addition to initial concentration as explanatory variables. Previous researchers have found that markets that are larger,
more prosperous, and more rapidly growing are more attractive for entry (see Amel (1989) and Amel and Liang (1997)). 

However, note that more populous markets, which contain more depository institutions to begin with, are more likely than less
populous markets to contain both of the parties involved in a merger. Thus, during the period since 1984, more populous markets
may have experienced, on net, a larger decrease in the number of depository institutions than less populous markets, controlling
for differences in other factors. 

For the change in concentration, I estimate the following equation:

(1/n)(HHIt+n– HHIt ) = α + β1 HHIt + β2 PCIt +β3 POPt+β4 PCIGt,t+n + β5 POPGt,t+n + ε .

The dependent variable is the average annual change in concentration in the market over the sample period t to t + n . PCIt is
per capita income in the market in year t (in thousands of dollars), and POPt is population in the market in year t (in thousands).
PCIGt,t+n is average annual per capita income growth in the market over the sample period (measured as a ratio, not a percent).
POPGt,t+n is average annual population growth in the market over the sample period (measured as a ratio).1 I expect β1 to be
negative and statistically significant. I expect β2 , β4 , and β5 to be negative also, although the signs and statistical significance of
these coefficients are not a focus of this paper. The coefficient β3 could be positive or negative. The variable ε is an error term. I
estimate the regression for three time periods: 1984–2003, 1984–1997, and 1997–2003. 

As shown in the third row of Table 3, panel A, the initial HHI has a highly statistically significant negative effect on the change
in the HHI. 

The regression equation also was estimated with the annualized rate of change in the number of depository institutions from the
initial year to the terminal year of the relevant sample period as the dependent variable (measured as a ratio). These regressions
yielded the expected positive coefficients on initial concentration, but the initial concentration coefficient was statistically
significant only in the urban market regression. It is also notable that the coefficient on population is negative, and, in the urban
market regressions, highly statistically significant. This suggests that, controlling for other factors, more populous markets were
much more likely during the sample period to have experienced mergers than were less populous markets, purely by virtue of the
larger markets having a higher probability of containing both of the merging parties (see Table 3, panel B). 

1. Amel (1989) and Amel and Liang (1986) include population per capita income, and population growth in their regressions. I add per capita
income growth as a reasonable additional control variable.

34. In contrast, note that, although the median percent decline in the
number of depository institutions in highly concentrated urban markets
was less than that in urban markets that were not highly concentrated,
the same was not true for rural markets.

35. Only 33.3 percent of highly concentrated urban markets and 24.1
percent of highly concentrated rural markets had a net increase in the
number of depository institutions.
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examined. The details of the regressions are discussed in
Box 1, with results reported in Table 3.

As seen in the third row of Table 3, panel A, for urban
and rural markets I find evidence consistent with antitrust
enforcement and competition-driven entry: negative and
highly statistically significant effects of the HHI on the
change in the HHI. These results hold for the entire
1984–2003 period and for the two subperiods.

In addition, consistent with the data presented in Table 2,
the estimated regression equations for the change in con-
centration suggest that concentration does decline for the
higher initial concentration levels in the sample. The fitted

relationships for 1984–2003 imply that, at sample means
for the other explanatory variables, the HHI declines if it
starts out above 1,836 in urban markets or above 2,435 in
rural markets. Concentration levels for 1984 that are above
these respective cutoffs appear in 18 percent of District
urban markets and 47.5 percent of rural markets.36

Also consistent with Table 2, the regression estimates
suggest that the declines in concentration in the highly 

Table 3
Regression Results

A. Change in Local Market Concentration

All Urban Rural

Observations 162 61 101

1984–2003 1984–1997 1997–2003 1984–2003 1984–1997 1997–2003 1984–2003 1984–1997 1997–2003

Adjusted R 2 0.207 0.081 0.291 0.299 0.593 0.212 0.16 0.032 0.352

Intercept 825** 642 725*** 1,328*** 1,519*** 1,654*** 921* 907 697***
(2.33) (1.55) (2.81) (3.03)* (3.17) (3.94) (1.66) (1.48) (2)

HHIa –0.271*** –0.218*** –0.22*** –0.463*** –0.92*** –0.43*** –0.285*** –0.161** –0.256***
(–6.48) (–4.24) (–6.91) (–5.42) (–9.45) (–3.32) (–4.6) (–2.23) (–6.51)

Populationa –0.000001 0.007 –0.052 –0.005 –0.06 0 –4.37 –0.913 –5.58**
(0) (0.09) (–1.23) (–0.13) (–1.31) (–0.66) (–0.79) (–0.14) (–2.2)

Per capita income –8.03 –11.7 19.7 –15 6.29 –0.025 –5.25 –38.8 39.1**
(–0.46) (–0.5) (1.56) (–0.87) (0.29) (–0.66) (–0.18) (–1.08) (2.38)

Population growth –3,058 –3,038 –1,946 –4,110 –6,431 –5,593 –2,878 –830 898
(–1) (–0.85) (–0.8) (–0.97) (–1.37) (–1.34) (–0.69) (–0.18) (0.28)

Per capita income –1,054 8,268 –13,955*** –6,998 5,581 –14,042* –398 3,598 –14,813***
growth (–0.17) (1.3) (–3) (–0.91) (0.73) (–1.77) (–0.05) (0.43) (–2.58)

B. Rate of Change in Number of Depository Institutions in Local Markets

Adjusted R 2 0.881 0.908 0.266 0.888 0.911 0.478 0.098 0.11 0.086

Intercept –5.97** –3.88* –2.88* –27*** –13.5** –16*** –0.653 –1.54 0.021
(–2.01) (–1.82) (–1.86) (–2.92) (–2.03) (–3.32)** (–0.48) (–1.57) (0.03)

HHIa 0.0004 0.0007*** –0.00003 0.003* 0.003** 0.003** 0.00007 0.0001 6E–07
(1.17) (2.62) (–0.17) (1.79) (2.33) (2.5) (0.42) (1.29) (0.01)

Populationa –0.017*** –0.015*** –0.002*** –0.017*** –0.015*** –0.002*** –0.024* –0.023** –0.0001
(–32.6) (–37.2) (–6.61) (–20.2) (–22.8) (–4.6) (–1.77) (–2.26) (–0.02)

Per capita income 0.075 –0.023 0.037 0.599 0.206 0.195 –0.081 0.007 –0.085**
(0.51) (–0.19) (0.48) (1.63) (0.67) (1.01) (–1.14) (0.12) (–2.36)

Population growth 33.8 14.2 29.9** 152* 21.5 121*** 19.7* 13.5* 8.54
(1.31) (0.77) (2.04) (1.7) (0.33) (3) (1.9) (1.85) (1.2)

Per capita income 93.4* 34.6 60.3** 364** 134 167** 25.3 14.9 30.7**
growth (1.83) (1.06) (2.15) (2.26) (1.27) (2.17) (1.19) (1.12) (2.43)

Notes: t-statistics are in parentheses.
a In first year of sample period.

***significant at 10%.
***significant at 5%.
***significant at 1%.

36. The difference between these percentages may be related to why
District urban markets have tended to see a concentration increase and
rural markets a concentration decrease since 1984.
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5. Conclusion

The number of depository institutions in the United States
fell dramatically between 1984 and 2003, and, consistent
with this, concentration at the national level increased
markedly. The same trends can be seen at the Twelfth
District state level. However, the degree of consolidation,
as reflected in the change in the number of depository insti-
tutions and the change in concentration, tended to be less at
the Twelfth District state level than at the national level.
This is not surprising, since interstate mergers contributing
to consolidation at the national level would not affect con-
solidation measured at the state level. Analogously, al-
though the consolidation trend also is evident at the local
level, the degree of consolidation appears to be less at the
local level within each state than at the respective state
level. However, in general, median measures of consolida-
tion at the local level within the states do appear to be pos-
itively correlated with measures of consolidation at the
state level.

Urban local market concentration across the Twelfth
District as a whole has increased moderately, while rural
market concentration has decreased. However, more than a
few markets have shown relatively large increases in con-
centration to relatively high levels.

In the long run, highly concentrated markets should tend
to show smaller increases in concentration than less con-
centrated markets. Indeed, this paper finds negative and
statistically significant effects of concentration on the long-
run change in concentration. In addition, the estimated re-
gression equations imply decreases in concentration in
markets with high, but empirically readily observable, ini-
tial concentration levels. So, while concentration in some
local markets has increased to relatively high levels, these
markets should eventually show declines in concentration.

While the negative relationship between concentration
and the change in concentration is consistent with antitrust
enforcement, this alone cannot explain the tendency for the
most highly concentrated markets in the sample to show
actual concentration decreases. In addition, while the posi-
tive relationship that I find in urban markets between con-
centration and the change in the number of depository
institutions is consistent with higher entry in more concen-
trated markets, I do not find that net entry plays the most
important role in explaining the tendency for the most
highly concentrated markets to decline in concentration.
Therefore, market share redistributions appear to be more
important in explaining declines in concentration.

In two respects, then, this paper presents a somewhat
different picture of banking industry consolidation than
that suggested by the near halving of the number of depos-
itory institutions in the nation during the past 19 years.

concentrated markets in the sample do not tend to be the re-
sult of net new entry. For example, the fitted relationship
for the change in the number of depository institutions for
1984–2003 for urban markets derived from the results
shown in Table 3, panel B implies that the number of de-
pository institutions decreases only if the HHI starts out
above 4,883. Only one urban market had an HHI above
4,883 in 1984. Given that declines in concentration in
highly concentrated markets in our sample are not prima-
rily the result of net new entry, they must largely be the re-
sult of market share redistributions. 

The overall regression evidence regarding the effect of
concentration on exit and entry is mixed, with a contrast
between urban and rural markets. In urban markets, initial
concentration has a positive and statistically significant ef-
fect on the net change in the number of depository institu-
tions. Therefore, in urban markets, initial concentration
may have a negative effect on exit, by way of antitrust en-
forcement, which would limit the number of mergers and
thereby limit the disappearance of the target institutions in
highly concentrated markets. Initial concentration also
may have a positive effect on entry, by way of the com-
petitive process, which would attract new competitors 
to highly concentrated and therefore highly profitable 
markets.

However, initial concentration does not have a statisti-
cally significant effect on the net change in the number of
depository institutions in rural markets, implying that con-
centration affects neither exit nor entry in rural markets.37

The apparent lack of an effect of concentration on exit in
rural markets may largely be because of insufficient sam-
ple size. As suggested in Box 1 as a reason for the statisti-
cally significant negative effect of population on the
change in the number of depository institutions, small mar-
kets, with few depository institutions, are relatively un-
likely to contain both of the merging parties. Given that
small markets have relatively few intramarket mergers, my
rural market sample may simply have too few mergers to
provide enough sample variation to yield a statistically
significant relationship between the change in the number
of depository institutions and concentration as well as pop-
ulation. In contrast, a larger sample of rural markets might
provide adequate variation.

A reason for the apparent lack of an effect of concentra-
tion on new entry in rural markets may be that the size of
rural markets is, in general, too small to render a new en-
trant economically viable.

37. This conclusion rests on the assumption that an increase in concen-
tration does not increase exit nor, alternatively, decrease entry.
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First, at the local level, which is the focus of competitive
concerns, the extent of consolidation in the Twelfth District
has been less than at the state level, which, in turn, has been
less than at the national level. Second, regulatory forces
and a leaning toward an equalization of market shares in
highly concentrated markets and, in urban markets at least,
competition-driven new entry provide mitigating and even
self-correcting tendencies that counter the effect of consol-
idation on competition in banking.
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1. Introduction

In the decades before the 1997–1998 Asian financial crisis,
South Korea and Thailand experienced sustained economic
growth attributable to investment growth and productivity
gains. The investment underlying this economic expansion
was financed by relatively high levels of private savings as
well as by foreign borrowing. During the crisis, interna-
tional creditors lost confidence in these countries, prompt-
ing higher costs of borrowing, and leading to a wave of
bankruptcies by many seemingly sound firms. This further
undermined international investor confidence and led to a
rapid outflow of short-term capital and a sharp depreciation
of domestic currencies, a phenomenon termed a sudden
stop by Calvo (1998) and (Calvo and Reinhart 1999). The
ensuing crisis led to the collapse of the financial sector and
of economic activity.

The rapid expansion of foreign credit is seen by many as
the primary cause of the Asian financial crisis. Calvo has
argued in many papers that traditional theories of emerging
market crises that identify poor fiscal performance as the
direct cause of instability are not sufficient to explain the
sudden stop episodes. Instead, he argues that weaknesses
in the financial sector, particularly those due to a large por-
tion of foreign exchange-denominated liabilities in the 
domestic financial sector, make emerging markets particu-
larly prone to crises.

In line with Calvo’s arguments, South Korea and
Thailand had relatively sustainable fiscal policies prior to
the Asian crisis.1 However, the long-term bailout cost of
their financial sectors amounted to an estimated 30 to 40
percent of output in both countries. This was financed
largely by public borrowing. This large increase in public
debt deteriorated the countries’ fiscal accounts. Govern-
ments in both countries were forced to increase taxes and
cut social spending to free resources to repay the debt.

The global economic slowdown of 2000–2002 re-
strained export growth and limited the amount of foreign
funds available to South Korea and Thailand. Moreover, to
limit further vulnerability to capital flow reversals, these
countries were reluctant to rely on additional foreign funds
and thus instituted capital controls and began paying off
foreign loans. With foreign financing precluded, both
countries sought to stimulate their economies by expand-
ing domestic demand. However, the governments were re-
strained from boosting domestic demand through
expansionary fiscal policy because policies recommended
by the International Monetary Fund (IMF) encouraged
greater fiscal austerity. Consequently, South Korean and
Thai policymakers encouraged domestic demand by in-
creasing public credit and encouraging commercial banks
to increase credit to private firms and domestic consumers.
Led by private consumption, both economies expanded. In
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policy in South Korea and Thailand. In Thailand, a rapid credit expansion preceded the currency collapse that heralded the

Asian crisis. Fiscal policy in South Korea appears to be consistent with its long-run budget constraint, while fiscal policy in

Thailand is not consistent with its long-run budget constraint. A loss in international confidence may considerably tighten

their borrowing limit very rapidly, regardless of the long-run sustainability of fiscal policy.
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1. For the purposes of this paper, a policy is sustainable if it is consistent
with the long-run government budget constraint if maintained
indefinitely.
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South Korea, output grew by over 6 percent in 2002, and
consumption grew by 6.7 percent. In Thailand, output grew
by 5.4 percent in 2002 and by 6.7 percent in 2003, and con-
sumption grew by 4.9 percent and 6.2 percent, respectively.

The recent credit expansions in South Korea and
Thailand create new contingent liabilities for the govern-
ments of each of these countries as the probability of a
banking crisis (and its size) increases if private credit
grows very rapidly above trend. Indeed, one factor that can
weaken a financial sector and often leads to a sudden stop
episode is a rapid expansion of credit to the private sector.
Examining historical evidence on the cost of deflating
credit expansions in emerging markets, a study by the IMF
(2004) finds that if private credit expands too rapidly above
a historical trend, termed a credit boom, the expansion usu-
ally deflates under its own weight, just as stock market
bubbles eventually burst. The IMF study finds that private
credit booms in emerging markets are associated with con-
sumption and investment booms (with a 70 percent proba-
bility), followed by banking crises (75 percent) and
currency crises (85 percent).

Credit expansions create contingent liabilities that are
not directly measured by the government’s debt position.
These contingent liabilities include both explicit liabilities,
created by bank insurance funds and government owner-
ship of government banks, and implied liabilities created
by possible bailouts of the financial system. The IMF esti-
mates that, for 60 emerging market banking crises, the av-
erage added debt was 14 percent of GDP (IMF 2003). 
For South Korea and Thailand, the increase in public debt
alone was in the order of 20 to 30 percent of GDP 
(He 2004).

The goal of this paper is to evaluate the sustainability of
fiscal policy in South Korea and Thailand in the presence
of contingent liabilities created by rapid credit expansion.
First, I identify periods of rapid credit expansion in South
Korea and Thailand using a methodology proposed by the
IMF (2004). I show that both South Korea and Thailand
have experienced rapid credit expansions in recent years.
For Thailand, a rapid expansion preceded its currency col-
lapse, which heralded the Asian crisis. The analysis shows
that South Korea and Thailand have experienced periods of
rapid credit growth that put them at risk of financial
instability, which may in turn prove a threat to fiscal 
sustainability.

Second, I analyze the long-run sustainability of fiscal
policy using an empirical test suggested by Bohn (1998).
The test addresses the question of whether governments re-
spond to larger public debt by increasing their primary sur-
pluses. If governments respond in such a way, they can be
shown, under mild conditions, to satisfy their long-run
budget constraint. I find that fiscal policy in South Korea

has been consistent with its long-run budget constraint. But
in Thailand, especially for the 1990s, fiscal policy has not
been consistent with its long-run budget constraint.
Further, I ask whether, in the face of increasing contingent
liabilities from recent credit booms, the governments of
South Korea and Thailand are taking corrective actions. In
particular, I augment the Bohn regressions by including
variables to measure private credit expansion. The increase
of credit to the private sector represents a contingent liabil-
ity to the government. I find that, while South Korea has
not been provisioning for increased contingent liabilities
by increasing its fiscal surplus, Thailand has run larger
deficits as private credit has grown.

Finally, I analyze the sustainability of fiscal policy by
presenting the results of stress tests on the level of public
debt. In particular, I estimate a debt limit proposed by
Mendoza and Oviedo (2004) for South Korea and Thai-
land. Then, I ask how close these economies come to their
debt limit if they are forced to increase public debt to bail
out the financial system again. I also estimate how much
tighter their borrowing limit would become if international
investors lost confidence in those economies and de-
manded higher interest rates for lending funds to the gov-
ernment. The results for both countries show that a loss of
confidence in their economies may tighten their borrowing
limit considerably.

The rest of the paper is organized as follows. Section 2
presents the methodology that will be used to assess the
sustainability of fiscal policy in South Korea and Thailand
in the face of rapid credit expansions. Section 3 briefly de-
scribes some salient features of the data used in the paper.
Section 4 presents the results of the analysis. Section 5
concludes.

2. Methodology

This section presents the basic tools to evaluate the sustain-
ability of fiscal policies in South Korea and Thailand in the
face of rapid credit expansions. First, a measure is pre-
sented that identifies episodes of rapid credit expansion,
termed credit booms, in each country. The aim of the
analysis is mostly descriptive. Credit booms are important
to isolate because they have often been associated with pe-
riods of subsequent economic collapse, particularly in de-
veloping economies (IMF 2004). Then, I introduce two
basic measures of fiscal sustainability. The first, by Bohn
(1998), tests whether governments respond to an increase
in public debt by running larger primary surpluses to main-
tain their long-run budget constraint. The second, by
Mendoza and Oviedo (2004), estimates a borrowing limit
that ensures that governments repay their debt under the
most adverse conditions while maintaining a minimum
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level of expenditures. Thus, the Bohn test is a long-run test
of sustainability, while the Mendoza-Oviedo debt limit en-
sures that the government has enough short-term (period-
by-period) liquidity to service debt obligations.

2.1. Identifying Credit Booms

Two recent papers by Gourinchas et al. (2001) and the IMF
(2004) present alternative ways to measure credit booms.
In Gourinchas et al. (2001), the authors use the deviation of
the ratio of private credit to nominal GDP from a rolling
stochastic trend as the relevant measure of credit. Private
credit is measured from the IMF’s International Financial
Statistics (IFS) as claims on the nonbanking private sector
from banking institutions. Boom episodes are identified as
periods when the deviation from the trend is larger than a
given absolute threshold (a fixed percent deviation from
trend) common for a set of countries. In IMF (2004), the
authors choose a similar measure of private credit. Where
possible, they add claims on the private sector by other
financial entities to claims on the nonbanking private sector
from banking institutions, deflated by the consumer price
index. They define a credit boom as a credit expansion that
exceeds a given threshold equivalent to 1.75 times the stan-
dard deviation of that country’s credit fluctuation around
trend. Thus, for a country that has more volatile credit, the
percentage deviation from trend will have to be larger for
an episode to constitute a credit boom than for a country
with less volatile credit.

To obtain a measure of private credit for this article, I
add claims on the private sector by other financial entities
(IFS, line 42d) to claims on the nonbanking private sector
from banking institutions (IFS, line 22d). I then deflate this
measure of nominal private credit by the consumer price
index. Since this is a stock variable, I average it across con-
secutive periods. I call this variable CRHP.

The second measure of private credit I use, closer in
spirit to Gourinchas et al. (2001), divides the average pri-
vate credit over two consecutive periods by the GDP in the
second period. I call this variable CRVAR. CRHP has the
advantage of isolating the evolution of real credit inde-
pendently of the evolution of output. This is important be-
cause, as the IMF (2004) study found, credit booms are
frequently associated with output booms. The CRVAR
measure of private credit would probably be low during
output booms, as it is based on a credit-to-GDP ratio.
However, the CRHP measure would still capture an abnor-
mally high real credit figure, regardless of the evolution of
output. CRHP measures the absolute size of private credit,
while CRVAR measures the size of private credit relative
to GDP.

I give two definitions of a credit boom. First, I define a
credit boom as a credit expansion that exceeds 1.64 times
the standard deviation of that country’s credit fluctuation
around trend. The trend is estimated using a Hodrick and
Prescott (1980) (HP) filter. This threshold results in credit
booms occurring approximately 5 percent of the time if
real credit is Normally distributed. This threshold is de-
pendent on the volatility of the underlying private credit se-
ries, and I thus call it a relative threshold. One drawback of
such a threshold is that, given a certain volatility, every
country is expected to be in a credit boom approximately 5
percent of the time. The second definition of a credit boom
I use gives the threshold as 5 percent above trend. This 
absolute threshold implies that countries that have more
volatile series will experience more credit booms.

2.2. Measuring Fiscal Sustainability

I present two measures of government fiscal sustainability.
The first, by Bohn (1998), assesses whether a government
reacts to increasing private debt by running larger primary
surpluses, thus ensuring the long-run sustainability of its
fiscal accounts. The second, by Mendoza and Oviedo
(2004), gives what the authors call a natural debt limit
(NDL) that ensures that a government will have enough
liquidity to service its debt if revenue falls to its observed
minimum for an extended period of time. This differs from
the sustainability test proposed by Bohn (1998) in that it
focuses on the government’s ability to repay debt at each
point in time, whereas Bohn’s test focuses on the long-run
sustainability of fiscal accounts.

The strategy proposed by Bohn (1998) to assess the sus-
tainability of fiscal policy is to test whether a government
acts to increase surpluses in response to increases in gov-
ernment debt in order to ensure long-term government sol-
vency. Bohn suggests using the primary surplus, st , as the
instrument of government policy because the primary sur-
plus does not include interest payments, which can change
due to changes in interest rates that are not controlled by
the government. Exogenous interest rate shocks can make
the overall government deficit and debt increase contempo-
raneously, even if the government is responding to the
shock by improving the primary surplus.

Bohn (1998) suggests running the following regression:

(1) st = α0 + αd dt + αG GVAR t + αY YVAR t + εt ,

where st , which represents the primary surplus (as a frac-
tion of GDP), is the dependent variable; dt is the debt-to-
GDP ratio; εt is the regression error; and GVAR and YVAR
are noninterest determinants of surplus taken from a gov-
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ernment revenue-smoothing model by Barro (1979). (See
Box 1 for a simple derivation of the relationship between
the primary surplus and the evolution of government debt.)
These variables capture unusual increases in government
expenditures (GVAR) and output (YVAR). The variables
are constructed as in Barro (1986) except that the trend is
estimated using an HP filter. If the estimated coefficient on
debt, αd , is positive, then primary surpluses increase when
government debt increases. Bohn shows that, under mild
conditions, this implies that fiscal policy is sustainable in
the sense that maintaining such a policy for an indefinite
period of time would satisfy a nation’s long-run govern-
ment budget constraint. In practice, I will use a measure of
lagged debt, dt−1 , instead of contemporaneous debt to take
into account possible policy lags due to the political cycle.2

2.3. Fiscal Sustainability in the Presence 
of Credit Expansions

I extend the basic Bohn regression for the determination of
government fiscal policy given by equation (1) to include a
measure of private credit expansion, CREDIT:

(2) st = α0 + αd dt + αG GVAR t

+ αY YVAR t + αC R CREDITt + εt .

In practice, I use one of two measures of credit to deter-
mine credit booms, CRHP or CRVAR. The goal of this 
exercise is to test whether governments tend to run 
larger primary surpluses in the face of credit expansions.
While the specification given in equation (1) tests whether
a government responds to an increase in explicit lia-
bilities, equation (2) also tests whether it responds to an 
increase in contingent liabilities that do not show up on 
the government’s public debt figures. Of course, some 
of the movement in credit may be either direct credit 
by the government to the private sector (e.g., through 
government-owned banks) or a result of government policy
(e.g., because of financial liberalization or relaxed lending
standards) which raises the issue of endogeneity of credit.

The issue of missing variables arises in the specification
of equation (2) because the government may provision for
increased liabilities by accumulating foreign reserves. If
this is the case, a larger stock of reserves may allow gov-
ernments to run bigger deficits when credit expands 
rapidly.3

Another issue that arises in the specification of equation
(2) is that I proxy for the size of the contingent liabilities
with the overall amount of credit extended to the private
sector by banks. Instead I could have used the size of bank
liabilities to proxy for the government’s contingent liabili-
ties. Indeed, Aizenman and Marion (2001) argue that large
increases in bank liabilities due to a restatement of bank
balance sheets to take into account offshore activities were
at the heart of the crises of South Korea and Thailand.
However, banks may be more willing to misrepresent lia-
bilities than assets, and so measuring assets may give a bet-
ter picture of the size of the financial sector. Furthermore, it
has also been argued that the source of the crisis was re-
lated to the rapid growth of credit to domestic agents.
Some of this credit may be measured by the domestic
bank’s intermediation of capital inflows. Indeed, Dooley
and Shin (2001) argue that implicit and explicit guarantees
by the government in South Korea encouraged the rapid
capital inflow that preceded the crisis there.

2.4. Mendoza and Oviedo’s Natural Debt Limit

Mendoza and Oviedo (2004) propose a maximum level of
debt that can be sustained by fiscal policy, called the natu-
ral debt limit (NDL). This level of debt ensures that, when

Box 1
Evolution of Government Debt

The evolution of government debt through time can be
written as

Dt+1 = Dt(1 + rt) − St ,

which states that next period’s government debt (Dt+1 ) is
derived from the maturing debt, Dt , plus payments on
principal and interest, rt Dt , minus the primary surplus, St .
The primary surplus is given by the difference of total real
government revenue, Tt , and current real outlays, Gt ,
St = Tt − Gt . To rewrite the evolution of debt in terms of
ratios-to-GDP (Yt ) and the real interest rate (rt ),

(1 + γt)dt+1 = dt(1 + rt) − st ,

where lowercase letters represent the variable as a fraction

of GDP; that is, dt ≡ Dt

Yt
and st ≡ St

Yt
, and the growth

rate of output γt ≡ Yt+1

Yt
− 1 .

2. Empirical work by Barro (1986) also uses a lagged measure of gov-
ernment debt.

3. To account for this possibility, I include a measure of reserves as an
additional term in equation (2). The results of the credit expansion are
robust to the inclusion of reserves on the right-hand side. The results of
those regressions are available from the author upon request.
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a country faces low revenue, the governments will have
enough liquidity to stay current with debt payments while
maintaining government expenditures at some minimum
level. This maximum level of debt is consistent with
lenders ensuring repayment of their obligations under the
worst conditions. After accounting for average output
growth, γ , the Mendoza-Oviedo NDL, denoted by d , is
given by:

(3) dt ≤ d ≡ tmin − gmin

r − γ
,

where tmin is the minimum government revenue-to-output
ratio and gmin is the minimum government expenditures-
to-output ratio. Equation (3) states that government debt, dt ,
cannot exceed the NDL given by d . In practice, the au-
thors suggest setting the minimum government revenue-to-
output ratio at two times the standard deviation below the
mean revenue level. For setting the minimum government
expenditure-to-output ratio, the authors use the lowest level
of expenditures that would lead to the highest debt-
to-output ratio observed in the sample. Thus, the NDL is
actually chosen to match the maximum observed debt-to-
output ratio. The indicator is then used to estimate changes
in the NDL that would arise from either increases in inter-
national interest rates or domestic growth slowdowns. It
also demonstrates how large a financial crisis would have
to be to push a country to its NDL.

A commonly used alternative to the NDL is proposed by
Blanchard (1990). The Blanchard debt limit is the level of
debt that is consistent with the long-run average primary
surplus. It is similar in spirit to the Bohn (1998) test of
fiscal sustainability in that they both test the long-run gov-
ernment budget constraint. It differs from the Mendoza-
Oviedo NDL in that the latter enforces enough government
liquidity to service debt at all points in time. The Blanchard
debt limit, denoted by d̂ , is given by

(4) dt ≤ d̂ ≡ t − g

r − γ
,

where t is the average government revenue-to-output 
ratio and g is the average government expenditures-to-
output ratio. The results in Section 4 will report the
Blanchard debt limit to get a sense of how different 
the Mendoza-Oviedo NDL is from a commonly used
measure of sustainability.

3. Data

Data were mainly obtained from two sources. For South
Korea, the data were obtained from the SourceOECD web-
site. For Thailand, the data were obtained from the 2004
World Development Indicators CD-ROM, published by the

World Bank. Additionally, the private credit data for both
countries were obtained from the IFS CD-ROM, published
by the IMF.4

Table 1 gives summary statistics for each of the data se-
ries used in the paper. South Korea, between 1975 and
2003, has run an average primary surplus of 2 percent of
GDP, with a standard deviation of 1.4 percent. Meanwhile,
Thailand, between 1972 and 2001, has run an average
deficit of 3.4 percent of GDP, with a standard deviation of
3.9 percent. Thus, Thailand has run deficits on average,
while South Korea has run surpluses. Thailand’s fiscal pol-
icy has been more volatile than South Korea’s. Thailand’s
larger primary deficits are also reflected in its average pub-
lic debt of 19.3 percent of GDP, against South Korea’s 13.5
percent of GDP.

Figure 1 shows the evolution of the primary surplus, st ,
and public debt, dt , both given as a percent of GDP, for
South Korea and Thailand. Both countries show similar
evolutions for their public debt. Beginning in the late
1980s, both South Korea and Thailand made efforts to re-
duce the burden of their public debt. Thailand began with a
much larger debt, about 35 percent of GDP in 1986 com-
pared with about 17 percent of GDP for South Korea be-
fore 1985. Thailand reduced its public debt to about 

Table 1
Summary Statistics

Series Mean St. Dev. Min. Max.

South Korea (1975–2003)
Primary surplus 0.0205 0.0136 –0.0069 0.0506
Public debt 0.1351 0.0527 0.0554 0.2180
Govt. revenue 0.2215 0.0317 0.1746 0.2903
Govt. expenditure 0.1980 0.0204 0.1706 0.2434
Interest payments –0.0031 0.0042 –0.0120 0.0015
YVAR –0.0088 0.0331 –0.1546 0.0220
GVAR 0.0084 0.0281 –0.0273 0.1155
CRHP –0.0010 0.0319 –0.0775 0.0682
CRVAR –0.0022 0.0344 –0.0776 0.0401

Thailand (1972–2001)
Primary surplus –0.0337 0.0389 –0.1136 0.0332
Public debt 0.1925 0.0869 0.0370 0.3541
Govt. revenue 0.1558 0.0230 0.1145 0.1915
Govt. expenditure 0.1739 0.0279 0.1252 0.2502
Interest payments 0.0145 0.0082 0.0019 0.0309
YVAR 0.0008 0.0093 –0.0192 0.0182
GVAR 0.0004 0.0175 –0.0306 0.0396
CRHP 0.0097 0.1047 –0.1979 0.2423
CRVAR 0.0086 0.0819 –0.1343 0.2784

Sources: South Korea, OECD Economic Outlook No. 75, Vol. 2004 release 01;
Thailand, World Development Indicators 2004.
Note: Variable definitions are available in the Appendix.

4. Details of the sources of each data series are available from the author
upon request.
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3 percent of GDP in 1996. South Korea was able to reduce
its public debt to about 5 percent of GDP at the same time.
During the Asian crisis, public debt in both countries rose
rapidly, as the government in each country borrowed to bail
out its struggling financial system. The figure also shows
that, for most of the sample, South Korea ran a primary

surplus, which tended to increase through the sample.
Thailand, on the other hand, ran primary deficits for most
of the sample, except for the period between 1990 and
1995. The figure also shows that Thailand had a more
volatile fiscal policy than South Korea.
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Figure 2 shows the evolution of the primary surplus, as
a percent of GDP, and the percent deviation of real credit
from its historical trend, CRHP. South Korea has had regu-
lar periods of private credit expansion and contraction.
Those periods do not seem to be related fundamentally to
the primary surplus. Moreover, the private credit expansion
of the late 1990s does not appear to be abnormally above
trend. Thailand, on the other hand, has a much more
volatile evolution of private credit (note the different scale
in the axis). It also appears that the credit expansion that
preceded the Asian crisis was abnormally high.

4. Results

4.1. Credit Booms

The results of the credit boom analysis for the CRHP and
CRVAR series are listed in Table 2. Using the quarterly
CRHP series from 1970 to 2003 for both countries and the
relative threshold, credit booms are identified in South
Korea for eight quarters: 1973:Q3–Q4, 1974:Q4–1975:Q1,
1979:Q1, and 1979:Q3–1980:Q1. Interestingly, the metho-
dology does not identify the period preceding the Asian
crisis as a credit boom for South Korea. For Thailand,
credit booms are identified for six quarters: 1979:Q1–Q3,
1985:Q1, and 1997:Q4–1998:Q1. So, the methodology
does pick up the rapid credit expansion in Thailand that
preceded the Asian crisis as a credit boom.

One could argue that, if there are structural changes in
the time series using a relative threshold that is defined,
then using a constant volatility for the entire sample may
miss credit booms if the volatility changes across time. For
example, South Korea and Thailand both experienced
significant financial reforms during the late 1980s and
early 1990s that made credit grow rapidly as policies that
alleviated financial repression were implemented. To take
into account this possibility I also use an absolute threshold
to identify credit booms. Using the absolute threshold and
the CRHP series results in fewer periods of credit boom in
South Korea and more in Thailand. For South Korea, the
period preceding the Asian crisis is still not captured as a
credit boom. Noticeably, Thailand seems to have experi-
enced a credit boom recently (2003:Q3–Q4), which may
indicate trouble in the future.5

Using the relative threshold to identify credit booms, the
CRVAR series paints a rather different picture of when
credit booms occur in each country. For South Korea the

methodology using CRVAR still does not pick up the pe-
riod preceding the Asian crisis as a boom. However, the 
period during the crisis is now identified as a credit boom
(1998:Q2–1999:Q1). This probably reflects the fall in GDP
as much as an increase in credit. For Thailand, the only pe-
riods of boom occur during and after the Asian crisis.6

4.2. Fiscal Sustainability

The results for the fiscal sustainability tests are presented
for the three data series considered: South Korea’s yearly
and quarterly observations and Thailand’s yearly observa-
tions. For each set of observations, I also report results for
two subperiods that split each sample in half. The breaks I
use are 1989:Q4 for South Korea and the end of 1986 for
Thailand. I choose to split the sample in half for simplicity.
However, I also performed Chow-type tests of parameter
stability and found a strong rejection in the null hypothesis
of equality of parameters for each sample subperiod.7,8

Moreover, the dates I use roughly correspond to a period
when important financial market reforms were imple-
mented in both countries (for example, see Bekaert et al.
2003).

5. One caveat is that it is difficult to estimate the trend reliably using any
filter near the beginning and end of the sample. In fact, using a band pass
filter instead of the HP filter did not identify 2003:Q3–Q4 as a period of
credit boom.

Table 2
Credit Booms

Country Series Threshold Credit boom periods

South Korea CRHP Relative 73:Q3–Q4, 74:Q4–75:Q1,
79:Q1, 79:Q3–80:Q1

Absolute 73:Q3–Q4, 75:Q1,
79:Q4–80:Q1

CRVAR Relative 92:Q4, 98:Q2–99:Q1
Absolute 98:Q2

Thailand CRHP Relative 79:Q1–Q3, 85:Q1,
97:Q4–98:Q1

Absolute 78:Q4–79:Q4, 84:Q1–85:Q3,
90:Q4, 97:Q3–98:Q2,
03:Q3–Q4

CRVAR Relative 98:Q1–Q3, 99:Q1–Q2
Absolute 97:Q4–99:Q4

Sources: IMF International Financial Statistics and author’s calculations.
Notes: Variable definitions are in the Appendix. The relative threshold is set at
1.64 times the standard deviation of the deviation from trend in each credit series,
and the absolute threshold is set at 5 percent over trend.

6. The variable CRVAR is not available on a quarterly frequency for
Thailand before 1993.

7. The small size of the sample is a factor that may lead to overrejection
of the null hypothesis of no parameter change.

8. The results of the Chow tests for stability are available from the author
upon request.
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For South Korea, the results of the two data frequencies
present somewhat different information. The quarterly ob-
servations potentially present more information about the
behavior of the time series because of their higher fre-
quency.9 One caveat, however, is that the government of
South Korea may not be able to respond to changes in debt
or to credit growth at that high frequency. The political
cycle may be such that changes to fiscal policy that deter-
mine the primary surplus may need more than one quarter
to take effect. Nevertheless, because a government does
have the ability to issue supplementary budgets and impose
taxes more rapidly than after a year in response to changes
in economic conditions, the quarterly data may capture
those higher frequency responses by the South Korean
government. Additionally, the use of yearly observations
allows for better comparisons with the results for Thailand,
where only yearly data are available.

4.2.1. Bohn Tests

First, I present the results of the original fiscal sustainabil-
ity tests proposed by Bohn (1998) given by equation (1).
Table 3 gives the results of the regression for South Korea
using yearly and quarterly observations, and for Thailand
using yearly observations. For each data set, I present two
alternative specifications. The first, the benchmark specifi-
cation, is given by equation (1). The second adds a term to
capture nonlinearities in the response of primary surpluses
to increases in public debt, 2nd Debt Diff. This term meas-
ures the squared deviation of debt from its mean. A positive
coefficient on this term means that the primary surplus re-
acts more the larger the deviation of debt from its mean.

For South Korea, using the full sample and yearly obser-
vations, the coefficient on debt is positive (0.0677) but it is
not statistically significant. The positive coefficient sug-
gests that fiscal policy in South Korea is sustainable given
its past economic record. It is interesting to note that the
coefficient for debt is negative, albeit insignificant, in the
first half of the sample, while it is significantly positive in
the second half of the sample. This suggests that, for the
period up until 1989, South Korea did not run a sustainable
fiscal policy, while for the second half of the sample South
Korea’s fiscal policy was sustainable. The nonlinear regres-

sion is consistent with the benchmark regression. If any-
thing, it finds stronger evidence that South Korea’s fiscal
policy was sustainable for the whole sample. Interestingly,
the nonlinear term is statistically significant, representing a
greater reaction of fiscal policy to larger deviations of debt
from its long-term mean.

The quarterly observations for South Korea reflect the
basic results of the yearly observations. For the full sample,
using the benchmark specification, the coefficient on debt
is negative (–0.0096) but statistically insignificant. The
coefficient on debt for the first half of the sample is nega-
tive (–0.188) and statistically significant, while for the sec-
ond half of the sample the coefficient is positive (0.112)
and strongly significant. Again, the quarterly regressions
reinforce the idea that South Korea’s fiscal policy is sus-
tainable, especially since 1990:Q1. As with the yearly data,
the nonlinear regression has similar results to the bench-
mark regression, and the coefficient on debt for the whole
sample is positive and statistically significant.

For Thailand, using yearly observations, I find that the
coefficient on debt is negative (–0.107) and moderately
significant. This result suggests that Thailand’s fiscal pol-
icy is not sustainable indefinitely. However, the coefficients
on debt for each of the subperiods is positive and in-
significant, which somewhat weakens the evidence that
Thailand’s fiscal policy has been unsustainable. The non-
linear specification also suggests that Thailand’s policy is
inconsistent with long-run sustainability for the whole
sample. It appears, though, that for the first half of the sam-
ple, fiscal policy was sustainable over the long run, given
the positive and highly significant coefficient on debt
(0.356).

4.3. Fiscal Sustainability and Private Credit

I now present the results of the fiscal sustainability regres-
sion augmented to include private credit as one of the re-
gressors, equation (2). Table 4 presents the results for
South Korea using yearly and quarterly observations, and
for Thailand using yearly observations. For each data se-
ries, the first column repeats the results for the benchmark
specification without a credit variable. The second and
third columns include two different measures of private
credit, CRHP (real credit) and CRVAR (credit/GDP). The
results for each data series are on a regression based on the
benchmark regression, but they are robust to the inclusion
of nonlinear terms in the regression.10

9. I also performed an additional robustness test that is not included here
to conserve space. As stated in the methodology section, the variable for
public debt is included with a lag to take into account the lag in govern-
ment response given institutional considerations. This was also done by
Bohn (1998) in his original study. However, I also ran all regressions
presented in the paper with debt entering contemporaneously with the
primary surplus. The results are consistent with this alternative
specification.

10. The fiscal sustainability and credit expansion results including non-
linear terms are not presented to conserve space. They are available from
the author upon request.
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For South Korea, using the full sample with yearly ob-
servations, the coefficient on debt is positive but statisti-
cally insignificant and of similar magnitude for each
augmented specification and for the benchmark
specification.11 The coefficients on CRHP (0.0102) and

CRVAR (0.0101) are positive and insignificant for the full
sample. This indicates that, for the full sample, South
Korea’s fiscal policy was not related with private credit
growth. However, this result is not robust to separating the
sample into two subperiods. The coefficient on credit is
negative and not significant for CRHP in the first half of the
sample. The coefficient on credit is negative for CRHP and
CRVAR, and slightly significant for CRHP in the second

Table 3
Fiscal Sustainability

South Korea Thailand

Yearly Quarterly Yearly

Benchmark Nonlinear Benchmark Nonlinear Benchmark Nonlinear

Full Sample (1975–2003) (1975:Q1–2003:Q4) (1972–2001)

Debt/GDP 0.0677 0.122*** –0.0096 0.0185 –0.107* –0.0904*
(0.0429) (0.0342) (0.022) (0.021) (0.0590) (0.0460)

GVAR –0.800*** –0.654*** –0.928*** –0.974*** –1.605*** –1.711***
(0.150) (0.123) (0.145) (0.1178) (0.326) (0.290)

YVAR –0.447** –0.276* –0.812*** –0.644*** –1.450** –1.525***
(0.170) (0.146) (0.161) (0.160) (0.550) (0.410)

2nd Debt Diff. — 2.653*** — 2.464*** — 1.346***
— (0.572) — (0.408) — (0.309)

R2 0.54 0.72 0.35 0.51 0.65 0.74

Total Obs. 28 28 114 114 29 29

First Period (1975–1989) (1975:Q1–1989:Q4) (1972–1986)

Debt/GDP –0.0448 –0.00534 –0.188*** –0.224*** 0.158 0.356***
(0.0856) (0.0919) (0.029) (0.022) (0.0892) (0.0713)

GVAR –0.489*** –0.402*** –0.461*** –0.500*** –1.568*** –1.596***
(0.135) (0.112) (0.119) (0.119) (0.200) (0.131)

YVAR –0.274 –0.126 –0.434** –0.426** –1.073** –0.140
(0.164) (0.176) (0.166) (0.168) (0.419) (0.248)

2nd Debt Diff. — 2.993 — 1.606** — –2.090***
— (1.950) — (0.607) — (0.483)

R2 0.73 0.80 0.57 0.61 0.89 0.96

Total Obs. 14 14 59 59 14 14

Second Period (1990–2003) (1990:Q1–2003:Q4) (1987–2001)

Debt/GDP 0.153*** 0.160*** 0.112*** 0.117*** 0.0593 0.0843
(0.0235) (0.0240) (0.013) (0.011) (0.105) (0.122)

GVAR –0.917*** –0.895*** –0.869*** –0.903*** –1.141* –1.004
(0.192) (0.195) (0.103) (0.091) (0.616) (0.711)

YVAR –1.151*** –1.063*** –1.042*** –0.849*** –3.210*** –3.626***
(0.150) (0.157) (0.124) (0.101) (0.812) (1.000)

2nd Debt Diff. — 1.019 — 1.663*** — –0.624
— (0.705) — (0.412) — (0.784)

R2 0.87 0.89 0.79 0.84 0.79 0.80

Total Obs. 14 14 55 55 15 15

Sources: South Korea, OECD Economic Outlook No. 75, Vol. 2004 release 01; Thailand, World Development Indicators 2004.
Notes: Robust Standard errors are in parentheses; ***, **, and * indicate significance at the 1 percent, 5 percent, and 10 percent levels, respectively. Variable definitions
are available in the Appendix.

11. This is the case for most results of credit-augmented regressions.
This indicates that the basic relationship between debt and primary sur-
pluses is unaffected by the inclusion of credit measures.
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Table 4
Fiscal Sustainability and Credit Expansion

South Korea Thailand

Yearly Quarterly Yearly

Benchmark Real Credit Credit/GDP Benchmark Real Credit Credit/GDP Benchmark Real Credit Credit/GDP

Full Sample (1975–2003) (1975:Q1–2003:Q4) (1972–2001)

Debt/GDP 0.0677 0.0680 0.0640 –0.0096 –0.0094 –0.0089 –0.107* –0.252*** –0.267***
(0.0429) (0.0439) (0.0497) (0.022) (0.0221) (0.0237) (0.0590) (0.0735) (0.0554)

GVAR –0.800*** –0.816*** –0.804*** –0.928*** –0.931*** –0.910*** –1.605*** –1.356*** –1.275***
(0.150) (0.191) (0.151) (0.145) (0.149) (0.196) (0.326) (0.361) (0.213)

YVAR –0.447** –0.463** –0.462** –0.812*** –0.809*** –0.793*** –1.450** –1.167** 0.232
(0.170) (0.181) (0.169) (0.161) (0.159) (0.243) (0.550) (0.441) (0.562)

CRHP — 0.0102 — — 0.0064 — — –0.160** —
— (0.0676) — — (0.0449) — — (0.0765) —

CRVAR — — 0.0101 — — –0.0117 — — –0.281***
— — (0.0582) — — (0.0707) — — (0.0509)

R2 0.54 0.54 0.54 0.35 0.35 0.35 0.65 0.70 0.81

Total Obs 28 28 28 114 114 114 29 29 29

First Period (1975–1989) (1975:Q1–1989:Q4) (1972–1986)

Debt/GDP –0.0448 –0.0518 –0.134 –0.188*** –0.0511 0.0349 0.158 0.171* 0.188**
(0.0856) (0.0740) (0.0777) (0.0286) (0.0247) (0.0289) (0.0892) (0.0867) (0.0748)

GVAR –0.489*** –0.479** –0.554*** –0.461*** –0.459*** –0.517*** –1.568*** –1.589*** –1.562***
(0.135) (0.165) (0.116) (0.119) (0.116) (0.162) (0.200) (0.208) (0.198)

YVAR –0.274 –0.270 –0.472*** –0.434** –0.507*** –0.471** –1.073** –1.249** –1.075**
(0.164) (0.183) (0.113) (0.166) (0.184) (0.181) (0.419) (0.455) (0.394)

CRHP — –0.0075 — — –0.194*** — — –0.0349 —
— (0.0477) — — (0.0328) — — (0.0282) —

CRVAR — — 0.0957* — — –0.189*** — — –0.180
— — (0.0446) — — (0.0691) — — (0.105)

R2 0.73 0.74 0.80 0.57 0.60 0.58 0.89 0.90 0.91

Total Obs 14 14 14 59 59 59 14 14 14

Second Period (1990–2003) (1990:Q1–2003:Q4) (1987–2001)

Debt/GDP 0.153*** 0.162*** 0.156*** 0.112*** –0.0462 –0.207*** 0.0593 –0.239** –0.113***
(0.0235) (0.0208) (0.0251) (0.013) (0.0128) (0.0114) (0.105) (0.102) (0.0328)

GVAR –0.917*** –0.659** –0.927*** –0.869*** –0.836*** –0.788*** –1.141* –0.795* –0.883***
(0.192) (0.209) (0.224) (0.103) (0.103) (0.0986) (0.616) (0.403) (0.180)

YVAR –1.151*** –0.855*** –1.129*** –1.042*** –1.049*** –0.451** –3.210*** –2.185*** –1.169***
(0.150) (0.228) (0.191) (0.124) (0.128) (0.221) (0.812) (0.561) (0.274)

CRHP — –0.133* — — 0.114*** — — –0.274** —
— (0.0647) — — (0.0516) — — (0.0929) —

CRVAR — — –0.0120 — — 0.118*** — — –0.247***
— — (0.0527) — — (0.0681) — — (0.0255)

R2 0.87 0.89 0.87 0.79 0.79 0.83 0.79 0.87 0.94

Total Obs. 14 14 14 55 55 55 15 15 15

Sources: South Korea, OECD Economic Outlook No. 75, Vol. 2004 release 01; Thailand, World Development Indicators 2004.
Notes: Robust standard errors are in parentheses; ***, **, and * indicate significance at the 1 percent, 5 percent, and 10 percent levels, respectively. Variable definitions are
available in the Appendix.
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half of the sample. These results give weak evidence that
South Korea ran larger deficits in response to the expansion
of private credit. These seemingly contradicting results
may be due to the small sample size.

The results for South Korea using the quarterly observa-
tions are somewhat different than the results using yearly
observations. For the full sample, the coefficients on debt
are negative and insignificant, as they were on the quarterly
benchmark specification. For the first half of the sample,
the coefficients on debt are insignificant when I control for
credit and positive for one credit measure (Credit/GDP).
For the second half of the sample, the coefficients on debt
are now negative and significant for the specification with
Credit/GDP. Thus, the results of the quarterly specification
weaken the earlier results that South Korea had unsustain-
able fiscal policy in the first half of the sample and sustain-
able fiscal policy in the second half of the sample. The
coefficients for credit now give stronger evidence that
South Korea ran larger primary deficits in the face of credit
expansions in the first half of the sample but that it did pro-
vision for increased contingent liabilities by running larger
primary surpluses in the second half of the sample. For the
full sample, the coefficients on debt are insignificant.

For Thailand, the coefficients on debt when credit meas-
ures are included are of the same sign as in the benchmark
regression. Including the private credit terms, the evidence
that Thailand’s fiscal policy was unsustainable for the
whole sample is strengthened, and there is also stronger ev-
idence that it was sustainable during the first half of the
sample and became unsustainable after 1987. In contrast to
South Korea, the coefficients on credit measures are nega-
tive and strongly significant for the full sample and the sec-
ond subperiod. For the first subperiod, the coefficients on
private credit are negative but insignificant. This indicates
that, after accounting for the response of the primary deficit
to debt, GVAR and YVAR, Thailand has been running
larger primary deficits. So, instead of provisioning for
larger liabilities, Thailand seems to be experiencing wors-
ening fiscal conditions when private credit expands.

4.4. Mendoza-Oviedo Tests

The results for South Korea for the Mendoza-Oviedo NDL
tests for the sample period of 1975–2002 are not applica-
ble because the country’s average rate of per capita output
growth during that period, 5.92 percent, largely exceeded
estimates of the long-run interest rate. I focus instead on
South Korea’s performance between 1990 and 2002, which
roughly corresponds to the second subsample of the fiscal
sustainability results. During that time, South Korea’s
growth rate was 5.28 percent. For simplicity, I assume that
South Korea paid an average real interest rate of 6 percent

on public debt during the time period. The NDL is set at
South Korea’s maximum level of public debt between
1975 and 2002, 21.8 percent (see Table 1). Given the NDL,
I find that the minimum government expenditure-to-output
ratio, gmin , is approximately two times the standard devia-
tion below mean government expenditures.

As of 2003, the debt-to-output ratio for South Korea was
about 20 percent. Thus, South Korea is very close to its
NDL. More importantly, if the long-term interest rate for
South Korea were to increase to 7 percent, the resulting
NDL would be 9.1 percent of GDP, which suggests that
South Korea would move above its NDL. Given that the
IMF (2003) estimates that the average financial crisis costs,
on average, 14 percent of GDP in terms of increased public
debt, South Korea could find itself in trouble accessing in-
ternational capital markets in the event of a crisis.

A few caveats for the results on South Korea are in
order. First, the NDL calculations are very sensitive to the
assumptions on growth rate and the international interest
rate. The average interest rate, r, and output growth rate, γ
are in the denominator of NDL calculated with equation
(3). Second, given South Korea’s rapid rate of growth and
mostly prudent fiscal policy, it is very likely that South
Korea’s NDL is above the 21.8 percent maximum debt
level observed. Given the results of South Korea’s fiscal
sustainability calculations, its NDL could very well be
closer to the 50 percent of GDP observed in other emerging
markets. Finally, for comparison, the Blanchard ratio of
sustainable debt is 327 percent of GDP, which seems too
high of a natural debt limit.

Thailand’s average output growth rate between 1972 and
2001 was about 4.6 percent. For simplicity, assume that
Thailand faced the same average real interest rate as South
Korea (6 percent). The NDL is set at Thailand’s maximum
level of public debt between 1972 and 2001, 35.4 percent
(see Table 1). Given the NDL, I find that the minimum 
government expenditure-to-output ratio, gmin , is approxi-
mately 2.5 times the standard deviation below mean gov-
ernment expenditures.

As of 2001, the debt-to-output ratio for Thailand was
about 29.8 percent. Thus, Thailand also appears to be close
to its NDL. However, if the interest rate were to increase to
7 percent, the resulting NDL would be about 20.5 percent.
Thus, a long-term increase in the interest rate would push
Thailand much closer to its NDL. One caveat is in order for
Thailand’s results: the NDL depends on the assumption
that its government would be able to reduce expenditures
to about 10.5 percent of GDP. Thailand’s minimum level of
expenditures over the sample period are 12.5 percent of
GDP, so the implied fiscal adjustment that supports its
NDL could be very hard to achieve. A second caveat in-
volves the sensitivity of the NDL to small changes in the
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interest rate and the growth rate. Finally, even though
Thailand has had a worse fiscal policy and larger public
debt levels compared with South Korea, its NDL may still
be closer to the mean for other developing economies. The
calculations show how changes in economic conditions
may sharply reduce the borrowing limit for the govern-
ments of Thailand and South Korea.

5. Conclusions

Given the results of this paper, it appears that South
Korea’s fiscal policy has historically been consistent with
its long-run balanced budget constraint. Moreover, it ap-
pears that the sustainability of fiscal policy has strength-
ened in recent years. However, South Korea has not
provisioned to cover implied liabilities created by rapid in-
creases in real private credit. If those increases were to be-
come booms, South Korea might be pushed against its
borrowing limits. However, there is little evidence that
South Korea is near a credit boom, so the probability of
reaching its NDL is low.

Thailand, on the other hand, appears to be running a
fiscal policy that is inconsistent with satisfying its long-run
balanced budget constraint. Moreover, it appears that the
quality of fiscal policy has weakened. Additionally,
Thailand has tended to run larger primary deficits in re-
sponse to private credit growth. While Thailand seems to
be far away from its NDL, a worsening of conditions, such
as a long-term increase in the interest rate caused by loss of
confidence and subsequent fiscal costs of dealing with a
distressed financial sector, may push Thailand above its
NDL.

Thailand’s current and continuing ability to borrow in-
ternationally may call into question the reliability of
Bohn’s test of fiscal sustainability. For one thing, Bohn’s
test of sustainability of fiscal policy is a test of the long-run
budget constraint. So, creditors may be willing to extend
credit temporarily as long as Thailand keeps current with
its international obligations. Additionally, there may be an
expectation on the part of agents that fiscal policy may

strengthen in the future. However, the NDL results suggest
that sudden changes in lenders’ economic perceptions that
may be reflected in increases in interest rates can quickly
reduce the amount of borrowing Thailand may be able to
tap. This is particularly worrying if this coincides with a
drop in the rate of output growth, which would be the time
that Thailand would need to access capital markets the
most.

Two factors will help the governments of South Korea
and Thailand avoid a crisis or limit its effects should one
occur. First, the current expansions in South Korea and
Thailand are mostly financed by domestic residents in the
form of domestic currency-denominated debt. Thus, these
countries are not as vulnerable to a rapid depreciation of
the exchange rate that would inflate the real cost of making
debt payments, as in a sudden stop episode. Second, the
currencies of Thailand and South Korea have tended to ap-
preciate against the dollar and their current accounts have
recorded large surpluses. Thus, South Korea and Thailand
have accumulated substantial stocks of foreign assets to
pay off debts and recapitalize their banks in the event of a
crisis.

Appendix

Variable definitions are as follows:

GVAR = (G − Gtr )/y

YVAR = (1 − (Y tr /Y ))(Gtr /y)

2nd Debt Diff. = (dt − d)2

CRHP = log[0.5 ∗ (C Rt/C P It + C Rt−1/C P It−1)]
−[log[0.5 ∗ (C Rt/C P It + C Rt−1/C P It−1)]]

tr

CRVAR =  0.5 ∗ (C Rt + C Rt−1)/(4 ∗ G D Pt )

−[0.5 ∗ (C Rt + C Rt−1)/(4 ∗ G D Pt )]
tr .

The trend, represented by a tr superscript, is obtained using
a Hodrick and Prescott (1980) filter with weighting terms
of 1600 for quarterly data and 100 for yearly data; d repre-
sents the mean primary debt-to-output ratio, d.
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WP 2004-01
Does Regional Economic Performance 
Affect Bank Conditions? 
New Analysis of an Old Question

Mary C. Daly, FRB San Francisco
John Krainer, FRB San Francisco
Jose A. Lopez, FRB San Francisco

The idea that regional economic performance affects bank
health is intuitive and broadly consistent with the aggregate
banking data. That said, micro-level research on this rela-
tionship provides a mixed picture of the importance, size,
and timing of regional variables for bank performance.
This paper helps reconcile the heterogeneous findings of
previous research by (1) employing a unique “composite
measure” of regional economic performance that combines
several regional indicators into a single index; (2) con-
structing bank-specific measures of regional economic
conditions, based on bank deposit shares, that account for
banks’ presence in several states; and (3) estimating mod-
els for all banks and intrastate and interstate banks sepa-
rately. Empirical results based on this bank-specific
composite regional measure point to a tractable link be-
tween regional economic performance and bank health.
The importance of regional variables holds for both intra-
state and interstate banks. Out-of-sample forecasts indicate
that the composite index also helps tie down the relative
riskiness of bank portfolios across states. Finally, although
interstate banks do seem to diversify away some of their
portfolio risk, our analysis suggests it is too soon to con-
clude that interstate banks are immune from regional
influences.

WP 2004-02
The Improving Relative Status of Black Men

Kenneth Couch, University of Connecticut
Mary C. Daly, FRB San Francisco

Forthcoming in Journal of Income Distribution.
See p. 53 for the abstract of this paper.

WP 2004-03
Evaluating Interest Rate Covariance Models
within a Value-at-Risk Framework

Miguel A. Ferreira, ISCTE Business School–Lisbon
Jose A. Lopez, FRB San Francisco

Published in Journal of Financial Econometrics
2005 3(1) pp. 126–168.
See p. 58 for the abstract of this paper.

WP 2004-04
Learning and Shifts in Long-Run
Productivity Growth

Rochelle M. Edge, Federal Reserve Board
Thomas Laubach, Federal Reserve Board
John C. Williams, FRB San Francisco

Shifts in the long-run rate of productivity growth such as
those experienced by the U.S. economy in the 1970s and
1990s are difficult, in real time, to distinguish from transi-
tory fluctuations. In this paper, we analyze the evolution of
forecasts of long-run productivity growth during the 1970s
and 1990s and examine in the context of a dynamic general
equilibrium model the consequences of gradual real-time
learning on the responses to shifts in the long-run produc-
tivity growth rate. We find that a simple updating rule
based on an estimated Kalman filter model using real-time
data describes economists’ long-run productivity growth
forecasts during these periods extremely well. We then
show that incorporating this process of learning has pro-
found implications for the effects of shifts in trend produc-
tivity growth and can dramatically improve the model’s
ability to generate responses that resemble historical expe-
rience. If immediately recognized, an increase in the long-
run growth rate causes long-term interest rates to rise and
produces a sharp decline in employment and investment,
contrary to the experiences of the 1970s and 1990s. In con-
trast, with learning, a rise in the long-run rate of productiv-
ity growth sets off a sustained boom in employment and

Working Papers Series Abstracts
Complete texts of papers in this series are available on the Bank’s website at

http://www.frbsf.org/publications/economics/papers/index.html
Electronic subscriptions are available through this site; paper copies are no longer available.

Note to our readers: beginning in 2004, the Pacific Basin Working Papers Series was merged with this Working Papers Series.

http://www.frbsf.org/publications/economics/papers/index.html


44 FRBSF Economic Review 2005

investment, with long-term interest rates rising only gradu-
ally. We find the characterization of learning to be crucial
regardless of whether shifts in long-run productivity
growth owe to movements in total factor productivity
(TFP) growth concentrated in the investment goods sector
or economy-wide TFP.

WP 2004-05
Using Securities Market Information 
for Bank Supervisory Monitoring

John Krainer, FRB San Francisco
Jose A. Lopez, FRB San Francisco

Bank supervisors in the United States conduct comprehen-
sive on-site inspections of bank holding companies
(BHCs) and assign them a supervisory rating meant to
summarize their overall condition. We develop an empiri-
cal forecasting model of these ratings that combines super-
visory and securities market data. We find that securities
market variables, such as BHC stock returns and bond
yield spreads, improve the model’s in-sample fit. We also
find that debt market variables provide more information
on supervisory ratings for BHCs closer to default, while
equity market variables provide more information for those
further from default. In out-of-sample forecasting, we find
that the accuracy of the model with both equity and debt
variables is little different from the accuracy of a model
based on supervisory information alone. However, the
model with securities market data identifies additional rat-
ings downgrades, which supervisors would probably value
enough to warrant the use of this extended model for off-
site monitoring purposes.

WP 2004-06
Lock-in of Extrapolative Expectations 
in an Asset Pricing Model

Kevin J. Lansing, FRB San Francisco

This paper examines an agent’s choice of forecast method
within a standard asset pricing model. To make a condi-
tional forecast, a representative agent may choose one of
the following: (1) a rational (or fundamentals-based) fore-
cast that employs knowledge of the stochastic process gov-
erning dividends, (2) a constant forecast based on a simple
long-run average of the forecast variable, or (3) a time-
varying forecast that extrapolates from the last observation
of the forecast variable. I show that an agent who is con-

cerned about minimizing forecast errors may inadvertently
become “locked-in” to an extrapolative forecast. In partic-
ular, the initial use of extrapolation shifts the moments of
the forecast variable so that the agent perceives no accu-
racy gain from switching to one of the alternative forecast
methods. Within the same basic framework, I demonstrate
the possibility of endogenous switching between forecast
methods when the agent is concerned about minimizing 
recent forecast errors. In quantitative simulations, the
model can generate excess volatility of stock prices, time-
varying volatility of returns, long-horizon predictability of
returns, bubbles driven by optimism about the future, and
market crashes that restore attention to fundamentals. All
of these features appear to be present in long-run U.S.
stock market data.

WP 2004-07
Monetary and Financial Integration:
Evidence from Portuguese 
Borrowing Patterns

Mark M. Spiegel, FRB San Francisco

This paper examines the impact of European Monetary
Union (EMU) accession on bilateral Portuguese inter-
national borrowing patterns. Using a difference-in-
differences methodology, I demonstrate that Portugal’s ac-
cession to the EMU was accompanied by a change in its
borrowing pattern in favor of borrowing from its EMU
partner nations. This extends the evidence in the literature
that overall international borrowing is facilitated by the
creation of a monetary union and raises the issue of finan-
cial diversion. The results are shown to survive a wide 
variety of robustness checks and are corroborated by pre-
liminary evidence concerning Greece’s accession to the
EMU in 2001.

WP 2004-08
Productivity, Tradability, and 
the Long-Run Price Puzzle

Paul Bergin, University of California, Davis
Reuven Glick, FRB San Francisco
Alan M. Taylor, University of California, Davis

Long-run cross-country price data exhibit a puzzle. Today,
richer countries exhibit higher price levels than poorer
countries, a stylized fact usually attributed to the “Balassa-
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Samuelson” effect. But looking back 50 years or more, this
effect virtually disappears from the data. What is often as-
sumed to be a universal property is actually quite specific
to recent times. What might explain this historical pattern?
We adopt a framework where goods are differentiated by
tradability and productivity. A model with monopolistic
competition, a continuum-of-goods, and endogenous trad-
ability allows for theory and history to be consistent for a
wide range of underlying productivity shocks.

WP 2004-09
Consumer Sentiment, the Economy, 
and the News Media

Mark Doms, FRB San Francisco
Norman Morin, Federal Reserve Board

The news media affects consumers’ perceptions of the
economy through three channels. First, the news media
conveys the latest economic data and the opinions of pro-
fessionals to consumers. Second, consumers receive a sig-
nal about the economy through the tone and volume of
economic reporting. Last, the greater the volume of news
about the economy, the greater the likelihood that con-
sumers will update their expectations about the economy.
We find evidence that all three of these channels affect con-
sumer sentiment. We derive measures of the tone and vol-
ume of economic reporting, building upon the R-word
index of The Economist. We find that there are periods
when reporting on the economy has not been consistent
with actual economic events, especially during the early
1990s. As a consequence, there are times when consumer
sentiment is driven away from what economic fundamen-
tals would suggest. We also find evidence that consumers
update their expectations about the economy much more
frequently in periods of high news coverage than in periods
of low news coverage; high news coverage of the economy
is concentrated during recessions and immediately after re-
cessions, implying that “stickiness” in expectations is
countercyclical. Finally, because the model of consumer
sentiment is highly nonlinear, month-to-month changes in
sentiment are difficult to interpret. For instance, although
an increase in the number of articles that mention “reces-
sion” typically is associated with a decline in sentiment,
under certain conditions it can actually result in an increase
in various sentiment indexes.

WP 2004-10
Time-Varying Equilibrium Real Rates 
and Monetary Policy Analysis

Bharat Trehan, FRB San Francisco
Tao Wu, FRB San Francisco

Although it is generally recognized that the equilibrium
real interest rate (ERR) varies over time, most recent work
on policy analysis has been carried out under the assump-
tion that this rate is constant. We show how this assumption
can affect inferences about the conduct of policy in two dif-
ferent areas. First, if the ERR moves in the same direction
as the trend growth rate (as is suggested by theory), the
probability that an unperceived change in trend growth will
lead to a substantial change in inflation is noticeably lower
than is suggested by recent analyses (of inflation in the
1970s, for example) that assume a constant ERR. Second,
if the monetary authority targets a time-varying ERR but
the econometrician assumes otherwise, estimated policy
rules will tend to exaggerate the degree of interest rate
smoothing as well as the weight that the monetary author-
ity places upon inflation.

WP 2004-11
Robust Estimation and Monetary Policy 
with Unobserved Structural Change

John C. Williams, FRB San Francisco

Forthcoming in Models and Monetary Policy,
conference proceedings.
See p. 62 for the abstract of this paper.

WP 2004-12
Why the Apple Doesn’t Fall Far:
Understanding Intergenerational
Transmission of Human Capital 

Sandra E. Black, UCLA
Paul J. Devereux, UCLA
Kjell G. Salvanes, 
Norwegian School of Economics, Statistics

Parents with higher education levels have children with
higher education levels. However, is this because parental
education actually changes the outcomes of children, sug-
gesting an important spillover of education policies, or is it



46 FRBSF Economic Review 2005

merely that more able individuals who have higher educa-
tion also have more able children? This paper proposes to
answer this question with a unique data set from Norway.
Using the reform of the education system that was imple-
mented in different municipalities at different times in the
1960s as an instrument for parental education, we find little
evidence of a causal relationship between parents’ educa-
tion and children’s education, despite significant OLS rela-
tionships. We find 2SLS estimates that are consistently
lower than the OLS estimates, with the only statistically
significant effect being a positive relationship between
mother’s education and son’s education. These findings
suggest that the high correlations between parents’ and
children’s education are due primarily to family character-
istics and inherited ability and not education spillovers.

WP 2004-13
IT and Beyond: The Contribution 
of Heterogeneous Capital to Productivity

Daniel J. Wilson, FRB San Francisco

This paper explores the relationship between capital com-
position and productivity using a unique and remarkably
detailed data set on firm-level, asset-specific investment in
the United States. Using cross-sectional and longitudinal
regressions, I find that among all types of capital, only
computers, communications equipment, software, and
office building are associated (positively) with current and
subsequent years’ multifactor productivity. The link be-
tween offices and productivity, however, is shown to be due
to the correlation between the use of offices and organiza-
tional capital. In contrast, the link between information and
communication technologies (ICT) equipment and produc-
tivity is robust to a number of controls and appears to be
part causal effect and part reflection of the correlation be-
tween ICT and firm fixed (or slow-moving) effects. The
implied marginal products by capital type are derived and
compared to official data on rental prices; substantial dif-
ferences exist for a number of key capital types. Last, I pro-
vide evidence of complementarities and substitutabilities
among capital types—a rejection of the common assump-
tion of perfect substitutability—and between particular
capital types and labor.

WP 2004-14
Transition Dynamics in Vintage Capital
Models: Explaining the Postwar Catch-Up 
of Germany and Japan

Simon Gilchrist, Boston University
John C. Williams, FRB San Francisco

We consider a neoclassical interpretation of Germany and
Japan’s rapid postwar growth that relies on a catch-up
mechanism through capital accumulation where technol-
ogy is embodied in new capital goods. Using a putty-clay
model of production and investment, we are able to capture
many of the key empirical properties of Germany and
Japan’s postwar transitions, including persistently high but
declining rates of labor and total factor productivity
growth, a U-shaped response of the capital–output ratio,
rising rates of investment and employment, and moderate
rates of return to capital.

WP 2004-15
Currency Crises, Capital Account
Liberalization, and Selection Bias

Reuven Glick, FRB San Francisco
Xueyan Guo, University of California, Santa Cruz
Michael Hutchison, University of California, Santa Cruz

Are countries with unregulated capital flows more vulnera-
ble to currency crises? Efforts to answer this question prop-
erly must control for “self-selection” bias, since countries
with liberalized capital accounts may also have more
sound economic policies and institutions that make them
less likely to experience crises. We employ a matching and
propensity score methodology to address this issue in a
panel analysis of developing countries. Our results suggest
that, after controlling for sample selection bias, countries
with liberalized capital accounts experience a lower likeli-
hood of currency crises. That is, when two countries have
the same likelihood of allowing free movement of capital
(based on historical evidence and a very similar set of eco-
nomic and political characteristics)—and one country im-
poses controls and the other does not—the country without
controls has a lower likelihood of experiencing a currency
crisis. This result is at odds with the conventional wisdom
and suggests that the benefits of capital market liberaliza-
tion for external stability are substantial.
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WP 2004-16
Asset Price Declines and Real Estate 
Market Illiquidity: Evidence 
from Japanese Land Values

John Krainer, FRB San Francisco
Mark M. Spiegel, FRB San Francisco
Nobuyoshi Yamori, Nagoya University

We examine the pattern of price depreciation in Japanese
land values subsequent to the 1990 stock market crash.
While all land values fell heavily, the data indicate that
Japanese commercial land values fell much more quickly
than residential land values. Using an error-correction
specification, we confirm that Japanese commercial land
prices exhibited faster convergence to steady state values
than residential land prices. We then develop an overlap-
ping-generations model with two-sided matching and
search to explain this disparity. In the model, old agents
own real estate and are matched each period with a young
agent endowed with an unverifiable idiosyncratic service
value for the old agent’s real estate. When fundamentals
decline, the old agents optimally “fish” for high service
flow young agents by pricing above average valuation lev-
els. This leads to higher illiquidity and default in times of
price decline, as well as price persistence which is increas-
ing in the variance of average service flows. As we would
posit that the variance of service flows would be higher for
residential real estate than for the commercial real estate
market, this model matches the Japanese experience.

WP 2004-17
Specifying and Estimating New Keynesian
Models with Instrument Rules and 
Optimal Monetary Policies

Richard Dennis, FRB San Francisco

This paper looks at whether sticky-price New Keynesian
models with microfounded inertia can usefully describe
U.S. data. I estimate a range of models, considering spe-
cifications with either internal or external consumption
habits, specifications containing Taylor-type rules or an op-
timal discretionary rule, and specifications where inflation
is driven by movements in the gap or real marginal costs.
Among other results, I find that models with external habits
produce very similar aggregate behavior to models with in-
ternal habits. I also find that modeling monetary policy in
terms of an optimal discretionary rule describes U.S. data
as well as a forward-looking Taylor-type rule does, and that

the data favor the traditional gap-based Phillips curve over
specifications containing real marginal costs.

WP 2004-18
The Ins and Outs of Poverty 
in Advanced Economies: 
Poverty Dynamics in Canada, Germany,
Great Britain, and the United States

Robert G. Valletta, FRB San Francisco

Comparative analysis of poverty dynamics—incidence,
transitions, and persistence—can yield important insights
about the nature of poverty and the effectiveness of alterna-
tive policy responses. This manuscript compares poverty
dynamics in four advanced industrial countries (Canada,
unified Germany, Great Britain, and the United States) for
overlapping six-year periods in the 1990s. The data indi-
cate that poverty persistence is higher in North America
than in Europe; for example, despite high incidence,
poverty in Great Britain is relatively transitory. Most
poverty transitions, and the prevalence of chronic poverty,
are associated with employment instability and family dis-
solution in all four countries. The results also suggest that
differences in social policy are crucial for the observed dif-
ferences in poverty incidence and persistence between
Europe and North America.

WP 2004-19
Testing the Strong Form of Market
Discipline: The Effects of Public 
Market Signals on Bank Risk

Simon Kwan, FRB San Francisco

Under the strong form of market discipline, publicly traded
banks that have constantly available public market signals
from their stock (and bond) prices would take less risk than
non-publicly traded banks because counterparties, borrow-
ers, and regulators could react to adverse public market sig-
nals against publicly traded banks. In comparing the credit
risk, earnings risk, capitalization, and failure risk between
publicly traded and non-publicly traded banks, the evi-
dence in this paper rejects the strong-form of market disci-
pline. In fact, the findings indicate that banking
organizations tend to take more risk when they were pub-
licly traded than when they were privately owned.
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WP 2004-20
Financial Contracting and the 
Choice between Private Placement 
and Publicly Offered Bonds

Simon Kwan, FRB San Francisco
Willard Carleton, University of Arizona

Private placement bonds have unique financial contracting
in controlling borrower-lender agency conflicts due to di-
rect monitoring and the relative ease of future renegotia-
tion. Our data show that private placements are more likely
to have restrictive covenants and are more likely to be is-
sued by smaller and riskier borrowers. We find the determi-
nants of bond yield spreads to be quite different between
private placements and public issues, reflecting the differ-
ent institutional arrangements between the two markets.
Finally, in issuing bonds, we find that firms self-select 
the bond type to minimize both the financing costs and the
transaction costs.

WP 2004-21
Investment Behavior of U.S. Firms over
Heterogeneous Capital Goods: A Snapshot

Daniel J. Wilson, FRB San Francisco

The 1998 Annual Capital Expenditure Survey (ACES) pro-
vides information on disaggregate investment across a
wide range of detailed asset types for a representative sam-
ple of roughly 30,000 firms. These rich data on disaggre-
gate investment provide us with a point-in-time snapshot 
of investment composition choices at the firm level. This
short paper uses these data to establish a number of stylized
facts about disaggregate investment behavior, with a spe-
cial focus on information technology.

WP 2004-22
Using a Long-Term Interest Rate 
as the Monetary Policy Instrument

Bruce McGough, Oregon State University
Glenn D. Rudebusch, FRB San Francisco
John C. Williams, FRB San Francisco

Forthcoming in Journal of Monetary Economics.
See p. 59 for the abstract of this paper.

WP 2004-23
Implications of Intellectual Property Rights
for Dynamic Gains from Trade

Michelle Connolly, Duke University
Diego Valderrama, FRB San Francisco

Forthcoming in 
American Economic Review Papers and Proceedings.
See p. 62 for the abstract of this paper.

WP 2004-24
North-South Technological Diffusion 
and Dynamic Gains from Trade

Michelle Connolly, Duke University
Diego Valderrama, FRB San Francisco

This paper revisits the question of gains from trade in a dy-
namic setting from the perspective of an R&D-based
growth model of technological diffusion. The transition
paths, as well as steady-state growth paths, are analyzed for
a developed and a developing nation trading in intermedi-
ate and final goods. Static computable general equilibrium
models have yielded only small welfare gain estimates (0.5
to 1.0 percent) for trade liberalization. Dynamic models
have increased these estimates (up to 10 percent), but often
ignore feedback effects caused by technological diffusion
and generally consider only steady-state welfare effects.
These feedback effects are especially important due to the
long transition paths they induce for both countries.

This paper studies the transitional dynamics in a quality
ladder model of endogenous growth in which North-South
trade leads to technological diffusion through reverse engi-
neering of intermediate goods. The concept of learning-to-
learn is incorporated into both imitative and innovative
processes, which in turn drive domestic technological
progress. International trade with imitation leads to feed-
back effects between Southern imitators and Northern in-
novators who compete for the world market. Consequently,
both regions face transition paths dependent on their rela-
tive technologies. When the South liberalizes its trade,
world growth increases, leading to welfare gains of 5 per-
cent for the South. While the North also experiences
steady-state welfare gains, the transition costs borne by the
North during the long transition lead to an overall loss in
Northern welfare. Still, this loss is attributable to the lack
of intellectual property rights (IPRs) rather than trade, per
se. Interestingly, imposition of IPRs not only leads to an
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overall welfare gain for the North, but also further boosts
Southern welfare gains up to 16 percent, again because of
the feedback effects in technology.

WP 2004-25
The Recent Shift in Term Structure 
Behavior from a No-Arbitrage 
Macro-Finance Perspective

Glenn D. Rudebusch, FRB San Francisco
Tao Wu, FRB San Francisco

This paper examines a recent shift in the dynamics of the
term structure and interest rate risk. We first use standard
yield-spread regressions to document such a shift in the
United States in the mid-1980s. Over the pre- and post-
shift subsamples, we then estimate dynamic affine no-arbi-
trage models, which exhibit a significant difference in
behavior that can be largely attributed to changes over time
in the pricing of risk associated with a “level” factor.
Finally, we suggest a link between the shift in term struc-
ture behavior and changes in the risk and dynamics of the
inflation target as perceived by investors.

WP 2004-26
Deposit Insurance, Regulatory Forbearance,
and Economic Growth: Implications 
for the Japanese Banking Crisis

Robert Dekle, University of Southern California
Kenneth Kletzer, University of California, Santa Cruz

An endogenous growth model with financial intermedia-
tion is used to show how public deposit insurance and
weak prudential regulation can lead to banking crises and
permanent declines in economic growth. The impact of
regulatory forbearance on investment, saving, and asset
price dynamics under perfect foresight are derived in the
model. The assumptions of the theoretical model are based
on essential features of the Japanese financial system and
its regulation. The model demonstrates how banking and
growth crises can evolve under perfect foresight. The dy-
namics for economic aggregates and asset prices predicted
by the model are shown to be generally consistent with the
experience of the Japanese economy and financial system
through the 1990s. We also test our maintained hypothesis
of rational expectations using asset price data for Japan
over the 1980s and 1990s. An implication of our analysis is

that delaying the resolution of banking crises adversely af-
fects future economic growth.

WP 2004-27
Market Price Accounting and Depositor
Discipline in Japanese Regional Banks

Mark M. Spiegel, FRB San Francisco
Nobuyoshi Yamori, Nagoya University

We examine the determinants of Japanese regional bank
decisions concerning pricing unrealized losses or gains to
market. We also examine the impact of these decisions on
the intensity of depositor discipline, in the form of the sen-
sitivity of deposit growth to bank financial conditions. To
obtain consistent estimates of depositor discipline, we first
model and estimate the bank pricing-to-market decision
and then estimate the intensity of depositor discipline after
conditioning for that decision. We find that banks were less
likely to price to market the larger were their unrealized se-
curities losses. We also find statistically significant evi-
dence of depositor discipline among banks that elected to
price their assets to market. Our results indicate that depos-
itor discipline was more intense for the subset of banks that
priced-to-market, suggesting that increased transparency
may enhance depositor discipline. 

WP 2004-28
When in Peril, Retrench: 
Testing the Portfolio Channel 
of Contagion

Fernando A. Broner, University of Maryland
R. Gaston Gelos, International Monetary Fund
Carmen Reinhart, University of Maryland

One plausible mechanism through which financial market
shocks may propagate across countries is through the ef-
fect of past gains and losses on investors’ risk aversion. The
paper first presents a simple model examining how hetero-
geneous changes in investors’ risk aversion affects portfo-
lio decisions and stock prices. Second, the paper shows
empirically that, when funds’ returns are below average,
they adjust their holdings toward the average (or bench-
mark) portfolio. In other words, they tend to sell the assets
of countries in which they were “overweight,” increasing
their exposure to countries in which they were “under-
weight.” Based on this insight, the paper discusses a matrix
of financial interdependence reflecting the extent to which
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countries share overexposed funds. Comparing this meas-
ure to indexes of trade or bank linkages indicates that our
index can improve predictions about which countries are
likely to be affected by contagion from crisis centers.

WP 2004-29
How Do Trade and Financial Integration
Affect the Relationship 
between Growth and Volatility?

M. Ayhan Kose, International Monetary Fund
Eswar S. Prasad, International Monetary Fund
Marco E. Terrones, International Monetary Fund

The influential work of Ramey and Ramey (1995) high-
lighted an empirical relationship that has now come to be
regarded as conventional wisdom—that output volatility
and growth are negatively correlated. We reexamine this
relationship in the context of globalization—a term typi-
cally used to describe the phenomenon of growing interna-
tional trade and financial integration that has intensified
since the mid-1980s. We employ various econometric tech-
niques and a comprehensive new data set to analyze the
link between growth and volatility. Our findings suggest
that, while the basic negative association between growth
and volatility has been preserved during the 1990s, both
trade and financial integration attenuate this negative rela-
tionship. Specifically, countries that are more open to trade
appear to face a less severe tradeoff between growth and
volatility. We find a similar, although slightly less robust,
result for the interaction of financial integration with
volatility. We also investigate some of the channels, includ-
ing investment and credit, through which different aspects
of global integration could affect the growth-volatility 
relationship.

WP 2004-30
Monetary Policy and 
the Currency Denomination of Debt: 
A Tale of Two Equilibria

Roberto Chang, Rutgers University
Andrés Velasco, Harvard University

Exchange rate policies depend on portfolio choices, and
portfolio choices depend on anticipated exchange rate poli-
cies. This opens the door to multiple equilibria in policy
regimes. We construct a model in which agents optimally

choose to denominate their assets and liabilities either in
domestic or in foreign currency. The monetary authority
optimally chooses to float or to fix the currency, after port-
folios have been chosen. We identify conditions under
which both fixing and floating are equilibrium policies: if
agents expect fixing and arrange their portfolios accord-
ingly, the monetary authority validates that expectation; the
same happens if agents initially expect floating. We also
show that a flexible exchange rate Pareto-dominates a fixed
one. It follows that social welfare would rise if the mone-
tary authority could precommit to floating.

WP 2004-31
Defaultable Debt, Interest Rates, 
and the Current Account

Mark Aguiar, Chicago Graduate School of Business
Gita Gopinath, Chicago Graduate School of Business

World capital markets have experienced large-scale sover-
eign defaults on a number of occasions, the most recent
being Argentina’s default in 2002. In this paper we develop
a quantitative model of debt and default in a small open
economy. We use this model to match four empirical regu-
larities regarding emerging markets: defaults occur in equi-
librium, interest rates are countercyclical, net exports are
countercyclical, and interest rates and the current account
are positively correlated. That is, emerging markets on av-
erage borrow more in good times and at lower interest rates
than they do in slumps. Our ability to match these facts
within the framework of an otherwise standard business
cycle model with endogenous default relies on the impor-
tance of a stochastic trend in emerging markets.

WP 2004-32
Country Spreads and Emerging Countries:
Who Drives Whom?

Martín Uribe, Duke University
Vivian Z. Yue, University of Pennsylvania

A number of studies have stressed the role of movements
in U.S. interest rates and country spreads in driving busi-
ness cycles in emerging market economies. At the same
time, country spreads have been found to respond to
changes in both the U.S. interest rate and domestic condi-
tions in emerging markets. These intricate interrelation-
ships leave open a number of fundamental questions: Do
country spreads drive business cycles in emerging coun-
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tries or vice versa or both? Do U.S. interest rates affect
emerging countries directly or primarily through their ef-
fect on country spreads? This paper addresses these and
other related questions using a methodology that combines
empirical and theoretical elements. The main findings are
as follows: (1) U.S. interest rate shocks explain about 20
percent of movements in aggregate activity in emerging
market economies at business-cycle frequency. (2) Country
spread shocks explain about 12 percent of business-cycle
movements in emerging economies. (3) About 60 percent
of movements in country spreads are explained by country-
spread shocks. (4) In response to an increase in U.S. inter-
est rates, country spreads first fall and then display a large
delayed overshooting. (5) U.S. interest rate shocks affect
domestic variables mostly through their effects on country
spreads. (6) The fact that country spreads respond to busi-
ness conditions in emerging economies significantly exac-
erbates aggregate volatility in these countries. (7) The U.S.
interest rate shocks and country-spread shocks identified in
this paper are plausible in the sense that they imply similar
business cycles in the context of an empirical VAR model
as they do in the context of a theoretical dynamic general
equilibrium model of an emerging market economy.

WP 2004-33
Putting the Brakes on Sudden Stops: 
The Financial Frictions-Moral Hazard
Tradeoff of Asset Price Guarantees

Enrique G. Mendoza, University of Maryland
Ceyhun Bora Durdu, University of Maryland

The hypothesis that “sudden stops” to capital inflows in
emerging economies may be caused by global capital mar-
ket frictions, such as collateral constraints and trading
costs, suggests that sudden stops could be prevented by of-
fering price guarantees on the emerging market asset class.
Providing these guarantees is a risky endeavor, however,
because they introduce a moral hazard-like incentive simi-
lar to those that are also viewed as a cause of emerging
markets crises. This paper studies this financial frictions-
moral hazard tradeoff using an equilibrium asset-pricing
model in which margin constraints, trading costs, and ex
ante price guarantees interact in the determination of asset
prices and macroeconomic dynamics. In the absence of
guarantees, margin calls and trading costs create distor-
tions that produce sudden stops driven by occasionally
binding credit constraints and Irving Fisher’s debt-
deflation mechanism. Price guarantees contain the asset
deflation by creating another distortion that props up the

foreign investors’ demand for emerging market assets.
Quantitative simulation analysis shows the strong interac-
tion of these two distortions in driving the dynamics of
asset prices, consumption, and the current account. Price
guarantees are found to be effective for containing sudden
stops but at the cost of introducing potentially large distor-
tions that could lead to “overvaluation” of emerging mar-
ket assets.

WP 2004-34
Private Capital Flows, Capital Controls, 
and Default Risk

Mark L.J. Wright, Stanford University

What has been the effect of the shift in emerging market
capital flows toward private sector borrowers? Are emerg-
ing market capital flows more efficient? If not, can controls
on capital flows improve welfare? This paper shows that
the answers depend on the form of default risk. When pri-
vate loans are enforceable, but there is the risk that the gov-
ernment will default on behalf of all residents, private
lending is inefficient and capital controls are potentially
Pareto-improving. However, when private agents may indi-
vidually default, capital flow subsidies are potentially
Pareto-improving.

WP 2004-35
Dollar Bloc or Dollar Block: External
Currency Pricing and the East Asian Crisis

David Cook, 
Hong Kong University of Science and Technology
Michael B. Devereux, University of British Columbia

This paper provides a quantitative investigation of the East
Asian crisis of 1997–1999. The two essential features of
the crisis that we focus on are (a) the crisis was a regional
phenomenon; the depth and severity of the crisis were ex-
acerbated by a large decline in regional demand, and (b)
the practice of setting export goods prices in dollars (which
we document empirically) led to a powerful internal propa-
gation effect of the crisis within the region, contributing
greatly to the decline in regional trade flows. We construct
a model with these two features and show that it can do a
reasonable job of accounting for the response of the main
macroeconomic aggregates in Korea, Malaysia, and Thai-
land during the crisis.
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We develop a two-country, flexible-price model of exchange rate determi-
nation with incomplete asset markets and stationary net foreign assets. We
compare exchange rate dynamics in the traditional case of exogenous
money supplies and under endogenous interest rate setting. We show that
the nominal exchange rate depends on the stock of real net foreign assets in
both cases. Thus, shocks that cause holdings of net foreign assets to change
generate movements of the exchange rate over time. The exchange rate ex-
hibits a unit root when central banks set interest rates to react to inflation.
Endogenous monetary policy and asset dynamics have consequences for
exchange rate overshooting. A persistent relative productivity shock results
in delayed overshooting. A persistent relative interest rate shock generates
undershooting.

Using data from the Current Population Survey, we examine recent trends
in the relative economic status of black men. Our findings point to gains in
the relative wages of black men (compared to whites) during the 1990s, es-
pecially among younger workers. In 1989, the average black male worker
(experienced or not) earned about 69 percent as much per week as the aver-
age white male worker. In 2001, the average younger black worker was
earning about 86 percent as much as an equally experienced white male;
black males at all experience levels earned 72 percent as much as the aver-
age white in 2001. Greater occupational diversity and a reduction in un-
observed skill differences and/or labor market discrimination explain 
much of the trend. For both younger and older workers, general wage in-
equality tempered the rate of wage convergence between blacks and whites
during the 1990s, although the effects were less pronounced than during
the 1980s.

Using semiparametric density estimation techniques, we analyze the con-
tribution of rising dispersion of men’s earnings and related changes in fam-
ily behavior to increasing inequality in the distribution of family income in
the United States. For the period 1969 to 1989, rising dispersion of men’s
earnings and changing family structure can account for most of the rise in
family income inequality. By contrast, rising labor force participation by
women offset the trend towards increased inequality. Inequality grew at a
slower rate in the 1990s than in earlier decades, largely due to stabilization
in the relative earnings of men from low-income families.

*The abstracts are arranged alphabetically by FRB San Francisco authors, whose names are
in boldface.

Net Foreign Assets and
Exchange Rate Dynamics: 

The Monetary Model Revisited

Michele Cavallo, with
Fabio Ghironi, Boston College

Published in Exchange Rate Dynamics:
A New Open Economy Macroeconomics

Perspective, eds. Jean-Olivier Hairault
and Thepthida Sopraseuth, pp. 3–54.

London: Routledge, 2004.

The Improving Relative Status
of Black Men

Mary C. Daly, with
Kenneth Couch, 

University of Connecticut

Forthcoming in 
Journal of Income Distribution.

Inequality and Poverty 
in the United States: 

The Effects of Rising Dispersion
of Men’s Earnings and 

Changing Family Behavior

Mary C. Daly
Robert G. Valletta

Forthcoming in Economica.
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Estimated policy rules are reduced-form equations that are silent on many
important policy questions. However, a structural understanding of mone-
tary policy can be obtained by estimating a policymaker’s objective func-
tion. The paper derives conditions under which the parameters in a
policymaker’s policy objective function can be identified and estimated. I
apply these conditions to a New Keynesian sticky-price model of the U.S.
economy. The results show that the implicit inflation target and the relative
weight placed on interest rate smoothing both declined when Paul Volcker
was appointed Federal Reserve chairman.

In this paper I model and explain U.S. macroeconomic outcomes subject to
the discipline that monetary policy is set optimally. Exploiting the restric-
tions that come from optimal policymaking, I estimate the parameters in
the Federal Reserve’s policy objective function together with the parame-
ters in its optimization constraints. For the period following Volcker’s ap-
pointment as chairman, I estimate the implicit inflation target to be around
1.4 percent and show that policymakers assigned a significant weight to in-
terest rate smoothing. I show that the estimated optimal policy provides a
good description of U.S. data for the 1980s and 1990s.

This paper presents algorithms that solve for optimal simple monetary pol-
icy rules in rational expectations models with precommitment and discre-
tion. The algorithms are applied to the models in Fuhrer (1997), Clarida et
al. (1999), and Rudebusch (2002) to examine the efficiency properties of
operational policy rules. I show that optimized Taylor-type rules perform
well in these models, but that, aside from the Fuhrer–Moore model, this re-
sult is sensitive to whether the central bank can respond to current period
shocks. Taylor-type rules that are operational in the sense that they do not
respond to current period information are found to be highly inefficient in
the Rudebusch model and in the Clarida et al. model.
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This paper provides new estimates of depreciation rates for personal com-
puters (PCs) using an extensive database on prices of used PCs. Our results
show that PCs lose roughly half their remaining value, on average, with
each additional year of use. We decompose that decline into age-related 
depreciation and a revaluation effect, where the latter effect is driven by the
steep ongoing drop in the constant-quality prices of newly introduced PCs.
Our results are directly applicable for measuring the depreciation of PCs 
in the National Income and Product Accounts (NIPA)—and were incorpo-
rated into the December 2003 comprehensive NIPA revision. Regarding
tax policy, our estimates suggest that the current tax depreciation schedule
for PCs is about right in a zero-inflation environment. However, because
the tax code is not indexed for inflation, the tax allowances would be too
small in present value for inflation rates above the very low level now 
prevailing.

In this paper we examine quality-adjusted prices for local area network
(LAN) equipment. Hedonic regressions are used to estimate price changes
for the two largest classes of LAN equipment, routers and switches. A
matched model was used for LAN cards, and the prices for hubs were in-
ferred by using an economic relationship to switches. Overall, we find that
prices for the four groups of LAN equipment fell at a 17 percent annual
rate between 1995 and 2000. These results stand in sharp contrast to the
producer price index for communications equipment that is nearly flat over
the 1990s.

We examine the relationship between investments in information technol-
ogy (IT) and retail firm performance. We use untapped firm and establish-
ment micro data from the Censuses of Retail Trade and the Assets and
Expenditures Survey. We show that large firms account for most retail IT
investment, employment, and establishment growth. We find evidence of a
significant relationship between IT investment intensity and productivity
growth.
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We examine whether equity market variables, such as stock returns and 
equity-based default probabilities, are useful to U.S. bank supervisors for
assessing the condition of domestic bank holding companies. We develop a
model of supervisory ratings that combines supervisory and equity market
information. We find that the model’s forecasts anticipate supervisory rat-
ing changes by up to four quarters. Relative to simply using supervisory
variables, the inclusion of equity market variables in the model does not
improve forecast accuracy. However, we argue that equity market informa-
tion should still be useful for forecasting supervisory ratings and should be
incorporated into supervisory monitoring models.

The author divides bank holding companies (BHCs) into four size classes,
then categorizes each BHC according to public or private ownership. He
compares the performance and risk across publicly held and privately
owned BHCs between 1986 and 2000 and in five-year windows therein.
For the largest BHCs, returns on assets and operating costs do not depend
on ownership, but for the smaller BHCs, returns on assets are lower and
operating costs are higher for those that are publicly owned. Small public
BHCs also hold more capital than do small private ones.

Using the stochastic frontier approach to investigate the cost efficiency 
of commercial banks in Hong Kong, this paper found that the average 
X-efficiency of Hong Kong banks was about 16 to 30 percent of observed
total costs. However, X-efficiency was found to decline over time, indicat-
ing that Hong Kong banks were operating closer to the cost frontier than
before, consistent with technological innovations in the banking industry.
Furthermore, the average large bank was found to be less efficient than the
average small bank, but the size effect appears to be related to differences
in portfolio characteristics among different size banks.
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We assess the market microstructure properties of U.S. banking firms’
equity to determine whether they exhibit more or less evidence of asset
opaqueness than similar-sized nonbanking firms. The evidence indicates
that large bank holding companies (BHCs), traded on the NYSE, have very
similar trading properties to their matched nonfinancial firms. In contrast,
smaller BHCs, traded on NASDAQ, trade much less frequently despite
having very similar spreads. Analysis of IBES earnings forecasts indicates
that banking assets are not unusually opaque; they are simply boring. 
The implications for regulatory policy and future market microstructure 
research are discussed.

We compute the growth effects of adopting a revenue-neutral flat tax for
both a human capital-based endogenous growth model and a standard neo-
classical growth model. Long-run growth effects are decomposed into the
parts attributable to the flattening of the marginal tax schedule, the full ex-
pensing of physical-capital investment, and the elimination of double taxa-
tion of business income. The most important element of the reform is the
flattening of the marginal tax schedule. Without this element, the combined
effects of the other parts of the reform can actually reduce long-run growth.
In the years immediately following the reform, the transition dynamics 
implied by the neoclassical growth model are quite similar to that of the
endogenous growth model.

This paper examines the economic effects of tax reform in an endogenous
growth model that allows for two types of useful public expenditures; one
type contributes to human capital formation while the other provides direct
utility to households. We show that the optimal fiscal policy calls for full
expensing of private investments, which shifts the tax base to private con-
sumption. The efficient levels of public investment and public consumption
relative to output are uniquely pinned down by parameters that govern both
technology and preferences. In general, implementing the optimal fiscal
policy requires a change in the size of government. If a tax reform holds
the size of government fixed to satisfy a revenue-neutrality constraint, then
the reform will be suboptimal; theory alone cannot tell us if welfare will be
improved. For some calibrations of the model, we find that commonly pro-
posed versions of revenue-neutral tax reforms can result in large welfare
gains. For other quite plausible calibrations, the exact same reform can 
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result in tiny or even negative welfare gains as the revenue-neutrality con-
straint becomes more severely binding. Comparing across calibrations, we
find that the welfare rankings of various reforms can change, depending on
parameter values. Overall, our results highlight the uncertainty surrounding
the potential welfare benefits of fundamental U.S. tax reform.

The asymptotic single risk factor approach is a framework for determining
regulatory capital charges for credit risk, and it has become an integral part
of the second Basel Accord. Within this approach, a key parameter is the
average asset correlation. I examine the empirical relationship between this
parameter, firm probability of default, and firm asset size measured by the
book value of assets. Using data from year-end 2000, credit portfolios con-
sisting of U.S., Japanese, and European firms are analyzed. The empirical
results suggest that average asset correlation is a decreasing function of
probability of default and an increasing function of asset size. The results
suggest that these factors may need to be accounted for in the final calcula-
tion of regulatory capital requirements for credit risk.

A key component of managing international interest rate portfolios is fore-
casts of the covariances between national interest rates and accompanying
exchange rates. How should portfolio managers choose among the large
number of covariance forecasting models available? We find that covari-
ance matrix forecasts generated by models incorporating interest-rate level
volatility effects perform best with respect to statistical loss functions.
However, within a value-at-risk (VaR) framework, the relative performance
of the covariance matrix forecasts depends greatly on the VaR distribu-
tional assumption, and forecasts based just on weighted averages of past
observations perform best. In addition, portfolio variance forecasts that ig-
nore the covariance matrix generate the lowest regulatory capital charge, a
key economic decision variable for commercial banks. Our results provide
empirical support for the commonly used VaR models based on simple 
covariance matrix forecasts and distributional assumptions.

Empirical estimates of monetary policy rules suggest that the behavior of
U.S. monetary policymakers changed during the past few decades. How-
ever, for that same time period, statistical analyses of lagged representa-
tions of the economy, such as VARs, often have not rejected the null of
structural stability. These two sets of empirical results appear to contradict
the Lucas critique. This paper reconciles these results with the Lucas cri-
tique by showing that the apparent policy invariance of reduced forms is
consistent with the magnitude of historical policy shifts and the relative 
insensitivity of the reduced forms of plausible forward-looking macro-
economic specifications to policy shifts.
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We estimate a model that summarizes the yield curve using latent factors
(specifically, level, slope, and curvature) and also includes observable
macroeconomic variables (specifically, real activity, inflation, and the mon-
etary policy instrument). Our goal is to provide a characterization of the
dynamic interactions between the macroeconomy and the yield curve. We
find strong evidence of the effects of macro variables on future movements
in the yield curve and evidence for a reverse influence as well. We also 
relate our results to the expectations hypothesis.

From a macroeconomic perspective, the short-term interest rate is a policy
instrument under the direct control of the central bank. From a finance 
perspective, long rates are risk-adjusted averages of expected future short
rates. Thus, as illustrated by much recent research, a joint macro-finance
modeling strategy will provide the most comprehensive understanding of
the term structure of interest rates. We discuss various questions that arise
in this research, and we also present a new examination of the relationship
between two prominent dynamic, latent factor models in this literature: 
the Nelson-Siegel and affine no-arbitrage term structure models.

New Keynesian macroeconomic models have generally emphasized that
expectations of future output are a key factor in determining current output.
The theoretical motivation for such forward-looking behavior relies on a
straightforward generalization of the well-known Euler equation for con-
sumption. In this paper, we use maximum likelihood and generalized
method of moments (GMM) methods to explore the empirical importance
of output expectations. We find little evidence that rational expectations of
future output help determine current output, especially after taking into 
account the small-sample bias in GMM.

Using a short-term interest rate as the monetary policy instrument can be
problematic near its zero bound constraint. An alternative strategy is to use
a long-term interest rate as the policy instrument. We find, when Taylor-
type policy rules are used to set the long rate in a standard New Keynesian
model, indeterminacy—that is, multiple rational expectations equilibria—
may often result. However, a policy rule with a long rate policy instrument
that responds in a “forward-looking” fashion to inflation expectations can
avoid the problem of indeterminacy.
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This paper introduces a model of intervention by an international financial
institution (IFI) under asymmetric information. The IFI is unable to distin-
guish between runs due to fundamentals and those which are the result of
pure sunspots. However, it maximizes global welfare by offering a relend-
ing package consistent with generating a separating equilibrium, where
voluntary creditor participation implies that underlying fundamentals are
good. The need for direct IFI lending in the package is shown to depend on
the commitment capacity of creditors. This adverse selection problem pro-
vides an alternative rationale for Bagehot’s principle of last-resort lending
at high rates of interest to the moral hazard motivation commonly found in
the literature. 

This paper generalizes the Nelson-Phelps catch-up model of technology
diffusion. We allow for the possibility that the pattern of technology diffu-
sion can be exponential, which would predict that nations would exhibit
positive catch-up with the leader nation, or logistic, in which a country
with a sufficiently small capital stock may exhibit slower total factor pro-
ductivity growth than the leader nation. We derive a nonlinear specification
for total factor productivity growth that nests these two specifications. We
estimate this specification for a cross-section of nations from 1960 through
1995. Our results support the logistic specification and are robust to a num-
ber of sensitivity checks. Our model also appears to predict slow total 
factor productivity growth well. Of the 27 nations that we identify as lack-
ing the critical human capital levels needed to achieve faster total factor
productivity growth than the leader nation in 1960, 22 did achieve lower
growth over the next 35 years.

We examine the movements of exchange rates and capital inflows in an 
environment where an optimizing central bank pursuing the joint goals of
inflation and output targeting engages in costly sterilization activities. Our
results predict that, when faced with increased sterilization costs, the cen-
tral bank will choose to limit its sterilization activities, allowing target 
variables, such as the nominal exchange rate, to adjust. We then test the
predictions of a linearized version of the saddle-path solution to the model
for a cross-country panel of developing countries. We use OLS, IV, and
GMM specifications to allow for the endogeneity of capital inflows. Our
results confirm that monetary policy does respond to sterilization costs.
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One reason why countries service their external debts is the fear that de-
fault might lead to shrinkage of international trade. If so, then creditors
should systematically lend more to countries with which they share closer
trade links. We develop a simple theoretical model to capture this intuition,
then test and corroborate this idea.

Disclosure is widely regarded as a necessary condition for market disci-
pline in a modern financial sector. However, the determinants of disclosure
decisions are still unknown, particularly among banks. This paper investi-
gates the determinants of disclosure by Japanese Shinkin banks in 1996
and 1997. This period is unique because disclosure of nonperforming loans
was voluntary for Shinkin banks at this time. We find that banks with more
serious bad loan problems, more leverage, and less competitive pressure,
and smaller banks were less likely to choose to disclose voluntarily. These
results suggest that there may be a role for compulsory disclosure, as weak
banks appear to avoid voluntary disclosure disproportionately.

We examine the evidence in equity markets concerning bank regulatory
policies in Japan from 1995 to 1999. Our results support the presence of
information-based contagion in Japanese equity markets. When the failure
of a bank of certain regulatory status was announced, it adversely affected
excess returns on banks with equal or lower levels of regulatory protection.
Market participants therefore initially behaved as if only second regional
and smaller banks would be allowed to fail. As the situation deteriorated,
however, banks that traditionally enjoyed greater regulatory protection
were also perceived to lose their too-big-to-fail status.
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A simple intellectual property rights (IPR) framework is introduced into a
dynamic quality ladder model of technological diffusion between innovat-
ing firms in one country and imitating firms in another country. The pres-
ence of technological spillovers and feedback effects between firms in the
two countries demonstrates that preferred IPR regimes are ones that posi-
tively affect world growth and, hence, welfare in both countries. Most 
existing models of international IPRs, however, generally find that high 
intellectual property enforcement in the imitating country leads to welfare
gains in the innovating country at the expense of the imitating country. A
well-designed IPR regime imposed at the time of trade liberalization will
be welfare-enhancing for both regions relative to trade liberalization with-
out IPR enforcement. Moreover, the preferred IPR regime will be one that
maintains competition from imitative activity but enforces some remunera-
tion to innovators for the spillovers they generate.

Using data from a variety of different sources and straightforward econo-
metric methods, we investigate the differences between union and non-
union jobs. Despite the substantial decline in union membership and
collective bargaining over the last 20 years, union jobs continue to differ
from comparable non-union jobs in regard to readily observable nonwage
characteristics. In general, union workers work fewer hours per week and
fewer weeks per year, and they spend more time on vacation and more time
away from work due to their own illness or the illness of a family member.
They also are more likely to be offered and to be covered by employer-
provided health insurance, more likely to receive retiree health benefits
from their employer, more likely to be offered and to be covered by a pen-
sion plan, and more likely to receive dental insurance, long-term disability
plans, paid sick leave, maternity leave, and paid vacation time. The size of
some of these gaps, however, appears to have declined over time.

This paper considers the joint problem of model estimation and implemen-
tation of monetary policy in the face of uncertainty regarding the process
of structural change in the economy. I model unobserved structural change
through time variation in the natural rates of interest and unemployment. 
I show that certainty equivalent optimal policies perform poorly when there
is model uncertainty about the natural rate processes. I then examine the
properties of combined estimation methods and policy rules that are robust
to this type of model uncertainty. I find that weighted averages of sample
means perform well as estimators of natural rates. The optimal policy
under uncertainty responds more aggressively to inflation and less so to 
the perceived unemployment gap than the certainty equivalent policy. This
robust estimation/policy combination is highly effective at mitigating the
effects of natural rate mismeasurement.
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We embed the microeconomic decisions associated with investment under
uncertainty, capacity utilization, and machine replacement in a general
equilibrium model based on putty-clay technology. In the presence of irre-
versible factor proportions, a mean-preserving spread in the productivity of
investment reduces investment at the project level, but raises aggregate in-
vestment, productivity, and output. Increases in uncertainty have important
dynamic implications, causing sustained increases in investment and hours
and a medium-term expansion in the growth rate of labor productivity.

We develop an estimated model of the U.S. economy in which agents form
expectations by continually updating their beliefs regarding the behavior of
the economy and monetary policy. We explore the effects of policymakers’
misperceptions of the natural rate of unemployment during the late 1960s
and 1970s on the formation of expectations and macroeconomic outcomes.
We find that the combination of monetary policy directed at tight stabiliza-
tion of unemployment near its perceived natural rate and large real-time er-
rors in estimates of the natural rate uprooted heretofore quiescent inflation
expectations and contributed to poor macroeconomic performance. Had
monetary policy reacted less aggressively to perceived unemployment
gaps, inflation expectations would have remained anchored and the
stagflation of the 1970s would have been avoided. Indeed, we find that less
activist policies would have been more effective at stabilizing both inflation
and unemployment. We argue that policymakers, learning from the experi-
ence of the 1970s, eschewed activist policies in favor of policies that con-
centrated on the achievement of price stability, contributing to the
subsequent improvements in macroeconomic performance of the U.S.
economy.

This paper investigates the role that imperfect knowledge about the struc-
ture of the economy plays in the formation of expectations, macroeco-
nomic dynamics, and the efficient formulation of monetary policy.
Economic agents rely on an adaptive learning technology to form expecta-
tions and to update continuously their beliefs regarding the dynamic struc-
ture of the economy based on incoming data. The process of perpetual
learning introduces an additional layer of dynamic interaction between
monetary policy and economic outcomes. We find that policies that would
be efficient under rational expectations can perform poorly when knowl-
edge is imperfect. In particular, policies that fail to maintain tight control
over inflation are prone to episodes in which the public’s expectations of
inflation become uncoupled from the policy objective and stagflation re-
sults, in a pattern similar to that experienced in the United States during the
1970s. Our results highlight the value of effective communication of a cen-
tral bank’s inflation objective and of continued vigilance against inflation
in anchoring inflation expectations and fostering macroeconomic stability.

Investment, Capacity, 
and Uncertainty: 

A Putty-Clay Approach

John C. Williams, with
Simon Gilchrist, Boston University

Forthcoming in 
Review of Economic Dynamics.

The Decline of Activist
Stabilization Policy: 

Natural Rate Misperceptions,
Learning, and Expectations

John C. Williams, with 
Athanasios Orphanides, 

Federal Reserve Board of Governors

Forthcoming in Journal of Economic
Dynamics and Control.

Imperfect Knowledge, 
Inflation Expectations, 

and Monetary Policy

John C. Williams, with 
Athanasios Orphanides, 

Federal Reserve Board of Governors

Published in The Inflation-Targeting
Debate, eds. B. Bernanke and 

M. Woodford, pp. 201–234. Chicago:
University of Chicago Press, 2004. 



64 FRBSF Economic Review 2005

Central bankers frequently emphasize the critical importance of anchoring
private inflation expectations for successful monetary policy and macro-
economic stabilization. In most monetary policy models, however, expecta-
tions are already anchored through the assumption of rational expectations
and perfect knowledge of the economy. In this paper, we reexamine the
role of inflation expectations by relaxing the assumption of rational expec-
tations with perfect knowledge and positing, instead, that agents have 
imperfect knowledge of the precise structure of the economy and policy-
makers’ preferences, and rely on a perpetual learning technology to form
expectations. We find that with learning, disturbances can give rise to en-
dogenous inflation scares, that is, significant and persistent deviations of
inflation expectations from those implied by rational expectations, even at
long horizons. The presence of learning increases the sensitivity of infla-
tion expectations and the term structure of interest rates to economic
shocks, in line with the empirical evidence. We also explore the role of pri-
vate inflation expectations for the conduct of efficient monetary policy.
Under rational expectations, inflation expectations equal a linear combina-
tion of macroeconomic variables and as such provide no additional infor-
mation to the policymaker. In contrast, under learning, private inflation
expectations follow a time-varying process and provide useful information
for the conduct of monetary policy.

We look at disaggregated imports of various types of equipment to make
inferences on cross-country differences in the composition of equipment
investment. We make three contributions. First, we document strikingly
large differences in investment composition. Second, we explain the dif-
ferences as being based on each equipment type’s degree of complemen-
tarity with other factors whose abundance differs across countries. Third,
we show that the composition of capital has the potential to account for
some of the large observed differences in total factor productivity across
countries. 
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The San Francisco Fed’s Research Department organized two conferences
in 2004.

The first, hosted jointly with the Stanford Institute for Economic Policy
Research, examined the monetary policy transmission mechanism and the
relationship between the term structure of interest rates and macroeco-
nomic fundamentals. Several papers discussed how to extract information
on real interest rates, inflation expectations, and risk premia from the term
structure of interest rates and looked at how the term structure is affected
by movements in the business cycle. Other papers explored the design of
monetary policy rules and the effect imperfect policy credibility can have
on the monetary policy transmission mechanism.

The second conference was cosponsored by the Department’s Center for
Pacific Basin Studies and the University of Maryland’s Center for Inter-
national Economics. The conference studied the causes and consequences
of the economic crises experienced by emerging market countries, includ-
ing the role of the exchange rate regime, the burdens of foreign debt, fric-
tions in financial markets, and sudden stops of capital inflows.

These conferences bring professional economists from the Federal Reserve
System and from research institutions together with policymakers from 
the United States and abroad. Many of the papers presented are “works 
in progress” and therefore represent the latest research on policy-related 
issues.

Attendance at all of the conferences is by invitation only. In addition, the
papers are chosen from submissions by a select group of noted researchers.

In this section are the conference agendas as well as summaries of the 
conferences that appeared in our FRBSF Economic Letter.

Conferences

Interest Rates and 
Monetary Policy

Emerging Markets and
Macroeconomic Volatility:

Lessons from a Decade 
of Financial Debacles
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Interest Rates and Monetary Policy
Federal Reserve Bank of San Francisco
March 19–20, 2004

Cosponsored by the Federal Reserve Bank of San Francisco and the 
Stanford Institute for Economic Policy Research

Papers presented at this conference can be found on the conference website
http://www.frbsf.org/economics/conferences/0403/index.html

Ben Bernanke, Federal Reserve Board of Governors

Monika Piazzesi, University of Chicago
Eric Swanson, Federal Reserve Board of Governors

Discussants: Charles Evans, FRB Chicago
Frank Schorfheide, University of Pennsylvania

Glenn Rudebusch, FRB San Francisco
Tao Wu, FRB San Francisco

Discussants: Greg Duffee, University of California, Berkeley
Bennett McCallum, Carnegie Mellon University

Andrew Ang, Columbia University
Geert Bekaert, Columbia University 

Discussants: Martin Evans, Georgetown University
Ken West, University of Wisconsin 

Sharon Kozicki, FRB Kansas City
Peter Tinsley, George Washington University 

Discussants: Alan Blinder, Princeton University
Steven Durlauf, University of Wisconsin

Qiang Dai, New York University
Kenneth J. Singleton, Stanford University
Wei Yang, Stanford University

Discussants: James Hamilton, University of California, San Diego
John Heaton, University of Chicago

Alexei Onatski, Columbia University
Noah Williams, Princeton University

Discussants: Jeffrey Fuhrer, FRB Boston
Lars Hansen, University of Chicago

Keynote Speaker

Future Prices as Risk-Adjusted
Forecasts of Monetary Policy 

A Macro-Finance Model 
of the Term Structure, Monetary Policy,

and the Economy 

The Term Structure of Real Rates and
Expected Inflation

Permanent and Transitory Policy Shocks 
in an Empirical Macro Model 
with Asymmetric Information 

Regime Shifts in a Dynamic 
Term Structure Model 

of U.S. Treasury Bond Yields 

Empirical and Policy Performance 
of a Forward-Looking Monetary Model

http://www.frbsf.org/economics/conferences/0403/index.html
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Emerging Markets and Macroeconomic Volatility:
Lessons from a Decade of Financial Debacles
Federal Reserve Bank of San Francisco
June 4–5, 2004

Cosponsored by the Center for Pacific Basin Studies, 
Federal Reserve Bank of San Francisco, and the 
Center for International Economics, University of Maryland 

Papers presented at this conference can be found on the conference website
http://www.frbsf.org/economics/conferences/0406/index.html

Guillermo Calvo, Inter-American Development Bank and 
Center for International Economics, University of Maryland

Ayhan Kose, International Monetary Fund
Marco E. Terrones, International Monetary Fund
Eswar Prasad, International Monetary Fund 

Discussant: Linda Tesar, University of Michigan

Pedro Marcelo Oviedo, Iowa State University

Discussant: Michele Cavallo, FRB San Francisco

Andrés Velasco, Harvard University
Roberto Chang, Rutgers University 

Discussant: Maurice Obstfeld, University of California, Berkeley

Fabrizio Perri, New York University
Michele Cavallo, FRB San Francisco
Kate Kisselev, Citigroup
Nouriel Roubini, New York University

Discussant: Cristina Arellano, Duke University

Michael Devereux, University of British Columbia
David Cook, Hong Kong University of Science and Technology

Discussant: Paul Bergin, University of California, Davis

Martín Uribe, Duke University
Vivian Yue, University of Pennsylvania

Discussant: Reuven Glick, FRB San Francisco 

Keynote Speech:
“On the Empirics of Sudden Stops:

The Relevance of Balance-Sheet Effects”

How Do Trade and Financial
Integration Affect the Relationship

between Growth and Volatility?

Macroeconomic Risk and Banking
Crises in Emerging Market Countries:

Business Fluctuations 
with Financial Crashes

Endogenous Dollarization, Expectations,
and Equilibrium Monetary Policy

Exchange Rate Overshooting and 
the Costs of Floating 

Dollar Bloc or Dollar Block: 
External Currency Pricing and 

the East Asian Crisis

Country Spreads and Emerging
Countries: Who Drives Whom?

http://www.frbsf.org/economics/conferences/0406/index.html


68 FRBSF Economic Review 2005

Fernando Broner, University of Maryland
Gaston Gelos, International Monetary Fund
Carmen Reinhart, University of Maryland

Discussant: Paolo Pesenti, FRB New York

Ceyhun Bora Durdu, University of Maryland
Enrique Mendoza, University of Maryland 

Discussant: Urban Jermann, Wharton Business School

Guillermo Calvo, IADB and University of Maryland
Michael P. Dooley, University of California, Santa Cruz
Agustin Carstens, International Monetary Fund

Gita Gopinath, Chicago Graduate School of Business
Mark Aguiar, Chicago Graduate School of Business

Discussant: Diego Valderrama, FRB San Francisco

Mark Wright, Stanford University

Discussant: Kenneth M. Kletzer, University of California, Santa Cruz

When in Peril, Retrench: 
Testing the Portfolio Channel 

of Contagion 

Putting the Brakes on Sudden Stops:
The Financial Frictions–Moral Hazard

Trade-off of Asset Price Guarantees

Roundtable Discussion: 
The Policy Response to Financial Crisis 

Defaultable Debt, Interest Rates, 
and the Current Account 

Private Capital Flows, Capital Controls,
and Default Risk
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This Economic Letter summarizes the papers presented at a con-
ference on “Interest Rates and Monetary Policy” held at the
Federal Reserve Bank of San Francisco on March 19 and 20,
2004, under the joint sponsorship of the Federal Reserve Bank of
San Francisco and the Stanford Institute for Economic Policy
Research.

The six papers presented at this conference address key
questions, advancing our knowledge of how macroeco-
nomic shocks are transmitted through the economy and
how they affect the prices of financial assets.

Four of the papers focus on the term structure of interest
rates (the relationship between short-term and long-term
interest rates) and how it interacts with macroeconomic
fundamentals. Changes in nominal interest rates may stem
from any number of sources, including movements in real
interest rates, changes in expected inflation, and changes in
an asset’s risk characteristics—default risk, prepayment
risk, and so on. The difficulty is that none of these sources
can be observed directly; instead, they must be inferred.
Therefore, several of the conference papers develop mod-
els that extract information from the term structure of inter-
est rates and macroeconomic aggregates about these
sources. Ang and Bekaert develop a model to extract the
real term structure, expected inflation, and inflation risk
from nominal interest rates; Rudebusch and Wu formulate
a joint macro-finance model and examine how the macro-
economic fundamentals affect the term structure; Dai,
Singleton, and Yang construct a regime-switching model
and relate different term structure regimes to the business
cycle; and Piazzesi and Swanson extract risk premiums
from federal funds futures.

The remaining two papers are more closely related to the
monetary policy transmission mechanism. Kozicki and
Tinsley show how imperfect policy credibility can affect
the way macroeconomic shocks are propagated through
the economy; Onatski and Williams use an estimated
model to explore the design and robustness of policy rules.

The term structure of real interest rates

Typically, the term structure of nominal interest rates has a
positive slope, that is, financial assets with longer maturi-
ties tend to have higher interest rates than do assets with
shorter maturities. Ang and Bekaert explore this phenome-

non by decomposing movements in nominal interest rates
into movements in real interest rates and in expected
inflation. Because real interest rates and expected inflation
cannot be directly observed, Ang and Bekaert build a
model that allows them to infer them from their impact on
other variables in the economy. They apply their model to
data on short-term rates (3-month nominal interest rates),
longer-term rates (four-, twelve-, and twenty-quarter matu-
rity Treasury yields), and a measure of inflation (the con-
sumers price index). The authors find that while short-term
real interest rates are volatile and long-term rates are
smooth and persistent, there is no significant slope to the
real term structure. Instead, their results indicate that the
positive slope typically present in the nominal term struc-
ture is caused by an inflation risk premium that is increas-
ing in maturity. Ang and Bekaert also find that variations in
expected inflation and in inflation risk premiums explain
about 80 percent of the variation in nominal interest rates
and that these variables are also the main determinants of
nominal interest rate spreads at long horizons.

A macro-finance model of the term structure

Rudebusch and Wu develop a macro-finance model and ex-
amine the joint movement of the term structure and macro-
economic variables. The model provides macroeconomic
interpretations of the unobservable or “latent” factors
found in empirical term structure studies and also incorpo-
rates term structure dynamics into the macroeconomic
model following the tradition of the asset-pricing approach
from the finance literature.

By first closely examining a canonical latent-factor term
structure model, the authors find that the “level” factor is
closely associated with the central bank’s long-run
inflation target and that the “slope” factor captures the cen-
tral bank’s responses to cyclical variations in inflation and
output gaps. They then incorporate such relationships in
formulating the joint macro-finance model. Model estima-
tion indicates a close similarity between the term structure
factors from the macro-finance model and from the canon-
ical latent-factor model, suggesting that the macro-finance
model explains the dynamics of the latent factors in terms
of macro variables quite well.

Interest Rates and Monetary Policy: Conference Summary

Reprinted from FRBSF Economic Letter 2004-13, June 4, 2004.
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The macro-finance model also facilitates incorporating
term structure information into the analysis of macroeco-
nomic dynamics. The authors look into macroeconomic is-
sues hotly debated among macroeconomists and find that:
(1) there is little term structure evidence suggesting “inter-
est rate smoothing” in the Federal Reserve’s policy actions
and (2) while forward-looking elements are important de-
terminants of inflation dynamics, they are almost negligi-
ble determinants of output.

Regime shifts and changing risk

Dai, Singleton, and Yang establish a term structure model
with two regimes: in one regime, interest rate volatility is
high, and in the other, it is low. The authors also assume
that the probabilities of regime switches vary as the state of
the economy changes over time, and bond traders demand
compensation for the risk inherent in such regime switches.
This model outperforms other regime-switching term
structure models in the literature in matching both the em-
pirical dynamics of expected bond returns and the relation-
ship between the shape of the term structure and business
cycle fluctuations.

Model estimation reveals that the high-volatility regime
tends to be associated with economic downturns and on av-
erage is less persistent than the low-volatility regime. This
prediction is consistent with the well-documented asym-
metry in the U.S. business cycles that recoveries tend to
last longer than contractions. Another interesting implica-
tion of the model is that the risk premium for a regime
switch changes over the business cycle. In particular, bond
investors are more willing to hedge against an economic
downturn than against an economic expansion. This impli-
cation is consistent with the economic intuition that agents
tend to have low marginal rates of substitution of consump-
tion during economic expansions and high ones during re-
cessions; therefore, they are willing to pay more to avoid a
sharp income decline during recessions.

Futures prices and monetary policy

In recent years, federal funds futures rates have been
widely used as measures of financial markets’ expectations
of future monetary policy. However, these measures can be
distorted, because futures rates reflect not only those ex-
pectations but also the uncertainty surrounding them, as
reflected in the risk premiums on the futures contracts. In
this paper Piazzesi and Swanson examine the properties of
such risk premiums and their implications for monetary
policy.

By examining data on federal funds futures rates from
1989 to 2003, the authors conclude that the risk premiums

on futures contracts are positive on average and strongly
countercyclical. Therefore, using the futures rates as pre-
dictions of future federal funds rates would tend to lead to
overestimating the actual funds rates. However, it turns out
that nonfarm payroll employment growth is able to predict
the risk premiums reasonably well, implying that such 
biases could be reduced if the forecaster used nonfarm pay-
roll employment growth to predict the risk premiums and
adjusted the estimates accordingly.

Permanent and transitory policy shocks

Kozicki and Tinsley develop a model for monetary policy
in which the Federal Reserve is described as having an im-
plicit inflation target that evolves over time, changing in re-
sponse to shocks. Their model also assumes that this
implicit inflation target is known only to policymakers and
that everyone else has to form an educated guess at its
value. The model’s structure allows both the changing im-
plicit inflation target and the perceived target to be esti-
mated and compared. Estimating their model over
1960–2001, the authors find that the implicit inflation tar-
get is very sensitive to supply shocks, as 75 percent of their
impact on inflation passes permanently into the target. The
surge in inflation that occurred in the 1970s, then, is de-
scribed in terms of a rising implicit inflation target, pushed
higher and higher by successive oil price shocks.

At the same time, the perceived inflation target differs
substantially from the actual inflation target, especially
when the actual target is changing rapidly. These differ-
ences arise because people have a tough time distilling
movements in the actual inflation target from movements
in observed inflation. In fact, the model estimates suggest
that learning only cuts the gap between the perceived target
and the actual target by 4 percent each quarter. Comparing
the properties of their model with those of a model with a
fixed inflation target, they show that time-variation associ-
ated with movements in the perceived inflation target has
contributed importantly to historical fluctuations in infla-
tion and long-term interest rates.

Policy performance of a macro model

While much of the literature on monetary policy rules sim-
ply assumes that central banks dislike variability in
inflation and output and uses this assumption as an ad hoc
description of central bank objectives, Onatski and
Williams observe that an alternative approach is to assume
that policymakers try to maximize economic welfare. In
general, these two descriptions of the goals motivating
monetary policy need not produce similar policies. In fact,
the authors show that the economy behaves very differ-
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ently depending on what policymakers are trying to
achieve when they formulate policy, and, moreover, that
the ad hoc description of how monetary policy is formu-
lated produces outcomes that are more in keeping with ob-
served policy behavior. Echoing other results in the
literature, they also show that simple rules, which depend
on only a few macroeconomic variables, perform nearly as
well as rules that depend on many variables, while being
more robust to model uncertainty.

The model they use for constructing and evaluating
monetary policy rules is the dynamic New Keynesian
model studied in Smets and Wouters (2003). The model al-
lows for price and wage rigidities and assumes an environ-
ment in which firms face costs to installing new plant and
machinery. Because wages and prices are not fully flexible,
an appropriately designed monetary policy can usefully
stabilize economic fluctuations; an important question,
then, is how to design such a policy.

When estimating the model, the authors explore the sen-
sitivity of the estimation in Smets and Wouters (2003). The
approach that Smets and Wouters took was to use methods
that combine “prior” information about model parameters
with information about these parameters contained in ac-
tual data. Onatski and Williams find that the model’s esti-
mates, but not its qualitative implications, are sensitive to
the nature of this prior information. 

Richard Dennis
Economist

Tao Wu
Economist
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Papers are available in pdf format at
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This Economic Letter summarizes the papers presented at the
conference on “Emerging Markets and Macroeconomic
Volatility: Lessons from a Decade of Financial Debacles” held at
the Federal Reserve Bank of San Francisco on June 4–5, 2004,
under the joint sponsorship of the Bank’s Center for Pacific Basin
Studies and the University of Maryland’s Center for International
Economics. 

The last decade has witnessed a series of major macroeco-
nomic crises in emerging market economies. Typically
these crises have been characterized by the sudden stop of
capital inflows, the collapse of fixed exchange rate
regimes, falls in asset prices, and sharp declines in output.
The papers presented at this conference analyze the causes
and consequences of these volatile events. 

Sudden stops and currency depreciations

Calvo, Izquierdo, and Mejía argue that most recent finan-
cial crises experienced by emerging market economies
cannot be explained by traditional economic models that
emphasize excessive fiscal deficits and/or overly expan-
sionary monetary policy as their underlying cause. Rather,
they attribute the crises to weaknesses in the domestic
financial sector and to an excessive degree of liability dol-
larization, that is, the denomination of domestic liabilities
in foreign currency, typically dollars. With liability dollar-
ization, depreciation of the domestic currency raises the
cost of servicing debt and increases the possibility of fail-
ure by domestic firms and banks as well as sudden stops in
foreign lending. Moreover, because emerging market
economies that are highly dollarized also tend to depend on
foreign financing to import goods used in domestic pro-
duction, they are particularly vulnerable to the effects of
sudden stops that require a large contraction of domestic
demand to offset the loss of foreign financing.

One especially puzzling element of these crises is the
failure of the very large exchange rate depreciations that
typically accompany them to lead to an export boom and
hence an economic expansion. For example, in the coun-
tries hardest hit in the East Asian crisis of 1997–1998, ex-
ports either fell or stagnated, despite real depreciations of
60 percent or more. These countries did see a rapid turn-
around in their current accounts, but it was primarily ac-
counted for by a huge collapse in imports, not a rise in

exports. Cook and Devereux develop a quantitative dy-
namic general equilibrium model of the East Asian crisis
for South Korea, Malaysia, and Thailand to explain this
phenomenon. They argue that depreciations did not imme-
diately lower those countries’ export prices abroad because
their export prices were temporarily fixed in terms of U.S.
dollars; in contrast, because the depreciations were imme-
diately passed through to higher prices for imported goods,
import demand fell sharply. Consequently, trade within the
East Asian region dropped precipitously. 

Cavallo, Kisselev, Perri, and Roubini provide an alterna-
tive analysis of why the depreciations during recent cur-
rency crises did not stimulate demand and output through
their effects on competitiveness, but instead were associ-
ated with sharp output contractions. Their model points to
the combined role of liability dollarization and financial
frictions in the form of a margin constraint on foreign bor-
rowing that is tied to the value of a country’s assets.
Because depreciations reduce the value of domestic assets
relative to foreign liabilities, they make a country with a
high foreign debt level more likely to hit its constraint,
forcing it to sell off domestic assets. This “fire sale” of as-
sets leads to further currency depreciation and a decline in
stock prices, creating a significant negative wealth effect
that depresses spending and output. Cavallo et al. suggest
that, in the presence of margin constraints and dollarized li-
abilities, maintaining a currency peg could avoid exchange
rate overshooting and mitigate the negative wealth effect.

Chang and Velasco argue that this prescription ignores
what determines the size of the dollarized debt portion of a
country’s portfolio to begin with. In their model, portfolio
choices about what shares of debt to hold in domestic cur-
rency vis-á-vis dollars depend on the risk-return character-
istics of these securities and expected monetary and
exchange rate policies. They identify conditions under
which either fixing or floating may be preferred policies. 

Capital flows and default 

Banks play an important role in the allocation of capital
and, hence, in stimulating growth in a country. Oviedo de-
velops a model with two-sided debt contracts in which 
domestic banks intermediate loans from foreign lenders to
domestic firms. Because domestic firms may default on

Emerging Markets and Macroeconomic Volatility: Conference Summary
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their debt if negative productivity shocks are severe
enough, bank loans are risky. Thus, if a large enough num-
ber of firms default, the banks may fail, creating a banking
crisis. Oviedo finds that the model is able to replicate sev-
eral common features in emerging market economies, in-
cluding the association of banking crises with bad
aggregate fundamentals and the countercyclical rise of 
domestic interest rates above foreign rates when output 
declines. 

Aguiar and Gopinath study the behavior of capital flows
when a country can renege on sovereign debt. They de-
velop a model of a small open economy where domestic
consumers borrow internationally to smooth consumption
declines in the face of adverse business cycle shocks. In
their model, as is commonly found in emerging market
economies, international borrowing is countercyclical; that
is, on average these countries borrow more and at lower in-
terest rates in good times than in slumps. A key ingredient
of the model is that foreign lenders account for the possi-
bility of a government default by charging an interest rate
premium. Consequently, even though domestic consumers
have a larger demand for foreign funds during economic
downturns, the probability of default and, thus, the interest
rate premium increase. The higher interest rate premium is
enough to offset the increased demand for foreign funds,
implying consumers borrow less during economic down-
turns than during upturns.

Contagion and external factors

Currency and banking crises in emerging market econo-
mies have tended to be bunched together over the last
decade. Consequently, substantial research has focused on
answering how financial crises spread across countries.
Broner, Gelos, and Reinhart use microeconomic data on
individual emerging market mutual funds to analyze how
portfolio adjustments by global investors may spread
financial shocks across countries. In their theoretical port-
folio model, investors affected by a crisis in one country
transmit the crisis by selling off assets in other countries in
which they are exposed. Their empirical analysis finds that
when the returns of a fund are low relative to the returns of
other funds, the fund managers tend to reduce their invest-
ments in countries in which the fund is overexposed and 
increase investments in countries in which it is under-
exposed. They then construct a measure of financial inter-
dependence, based on the extent to which countries
“share” overexposed funds. They find that during the Thai,
Russian, and Brazilian crises, those countries that shared
overexposed funds with the crisis countries experienced
the largest stock price declines.

Uribe and Yue analyze the extent to which output in
emerging market economies and interest rate spreads (the
difference between domestic and U.S. interest rates) have
responded to changes in the U.S. interest rate as well as to
domestic economic shocks. They find that U.S. interest rate
shocks explain about 20 percent of the output fluctuations
in emerging countries, working primarily through their ef-
fects on country spreads; for example, an increase in U.S.
interest rates raises domestic interest rates by more than
one-for-one, depressing local output. They also find that
local business conditions affect these interest rate spreads,
which, in turn, significantly exacerbate macro volatility in
these countries. In addition, they calibrate a simple theoret-
ical model of a small open economy to show that the asso-
ciated impulse responses to country-spread shocks and to
U.S. interest rate shocks are broadly consistent with those
implied by their empirical analysis. 

There is a general consensus that openness to trade and
financial flows stimulates domestic growth. This raises the
question of whether openness also increases vulnerability
to external shocks. Kose, Prasad, and Terrones examine
this question and find that higher growth is indeed associ-
ated with greater volatility for developing countries. They
also find, however, that this positive association is greater
for countries with relatively low levels of trade and finan-
cial integration; countries that are more open to trade and
finance appear to face a less severe tradeoff between
growth and volatility.

Government policies

Insofar as financial crises in emerging market economies
arise from imperfections in international capital markets,
such as collateral constraints and trading costs, how can
government policies address the problem? One proposed
policy approach is to create explicit price-floor guarantees
by international financial organizations for investments in
emerging market economies. Mendoza and Durdu intro-
duce price-floor guarantees into a model that features sud-
den stops caused by collateral constraints and trading costs.
They show that guarantees to buy assets when they fall to a
set level can prevent or at least mute sudden stops, asset fire
sales, and crises. However, an important drawback of this
approach is that it creates moral hazard incentives among
global investors: because global investors essentially re-
ceive free insurance against extreme asset fluctuations,
they will tend to overinvest, leading to the overvaluation of
domestic assets. 

Wright studies whether government intervention in inter-
national capital markets in the form of capital controls can
make the economy better off. He shows that the desirability
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of such intervention depends crucially on the kind of de-
fault risk foreign lenders face. When the government and
legal systems of a developing country enforce private con-
tracts between domestic resident borrowers and foreign
lenders, but can declare a national default on the country’s
aggregate borrowing, lenders will extend credit to individ-
ual borrowers just to the point where the government finds
it preferable not to default. In this case, capital controls will
not improve welfare. However, when private contracts with
foreigners are not enforced, exposing foreign investors also
to resident default risk, foreign lending will be too low. In
this case, government intervention in the form of a borrow-
ing subsidy reduces the residents’ incentives to default and
thus can raise foreign lending and welfare. In neither case,
Wright argues, is there a justification for capital controls.

Reuven Glick
Group Vice President

Diego Valderrama
Economist
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