
Have Postwar Economic Fluctuations Been Stabilized? 


Arthur F. Burns (1960 p. 2) was one of 
the first to assert that business cycles in the 
postwar era had changed in character: 

Between the end of the Second World 
War and the present, we have experi- 
enced four recessions, but each was a 
relatively mild setback. Since 1937 we 
have had five recessions, the longest of 
which lasted only thirteen months. 
There is no parallel for such a se-
quence of mild-or such a sequence 
of brief-contractions, at least during 
the past hundred years in our own 
country. 

The steady growth of the 1960's produced a 
general acceptance of the view that the U.S. 
economy was more stable in the years after 
World War I1 than in the prewar period. 
This consensus was reinforced by formal 
examinations of postwar stabilization, no-
tably by Martin N. Baily (1978) and J. Brad-
ford De Long and Lawrence H. Summers 
(1986). Such examinations focused on the 
changing uolatility of business fluctuations, 
and they uniformly concluded that the vari- 
ability of various macroeconomic aggregates 
about trend had diminished during the post- 
war period. 
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The consensus on the postwar volatility 
stabilization of macroeconomic aggregates 
was seriously challenged by Christina D. 
Romer (1986a-c, 1988, 1989). She argued 
that the apparent higher volatility displayed 
by prewar aggregates (whether real gross 
national product [GNP], industrial produc- 
tion, or the unemployment rate) reflected 
differences in the methods used to construct 
prewar and postwar data; when similar 
methods are employed for both periods, she 
argued, the difference between prewar and 
postwar volatility is greatly lessened. In 
Romer's interpretation, the apparent post- 
war moderation of the business cycle was 
simply an artifact of inconsistent data. 

Romer's contention has itself been chal- 
lenged. Some authors have constructed still 
more alternative versions of prewar aggre- 
gates and have reached traditional conclu- 
sions about prewar versus postwar macroe- 
conomic volatility (David R. Weir, 1986; 
Nathan S. Balke and Robert J. Gordon, 
1989). Others, such as Stanley Lebergott 
(1986), have argued that Romer's recon-
structed aggregates, like the original series, 
depend importantly on unverifiable assump- 
tions and therefore are not unambiguously 
better than the original series. Our reading 
of the literature on volatility stabilization is 
that the paucity of source data makes it very 
difficult to construct incontrovertible aggre- 
gate measures of the prewar U.S. economy, 
even at the annual frequency. Moreover, 
because the quantitative size of fluctuations 
in these constructed macroeconomic aggre- 
gates will be crucial for the resolution of the 
volatility debate, the inadequacy of aggre- 
gate measures of the prewar economy un- 
dermines any comparison of prewar and 
postwar volatility. 

Hence, we address the issue of stabiliza- 
tion, but we do not join the debate on 
volatility. Instead, we provide new evidence 
on the stability of the postwar economy by 
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investigating a different aspect of stabiliza- 
tion and by employing a different type of 
data. Drawing upon the perspective of 
Diebold and Rudebusch (1990), we ap-
proach the question of stabilization in terms 
of the relative duration, rather than the 
relative volatility, of prewar and postwar 
business cycles. Duration is clearly one as- 
pect of the postwar stabilization that Burns 
had in mind when he noted the unusual 
brevity, as well as mildness, of postwar con- 
tractions.' In modern terminology, the du- 
ration perspective considers the frequency 
of business cycles, while the volatility de- 
bate has focused only on their amplitude. 

To examine durations, we employ a 
chronology of business-cycle turning points. 
By eschewing examination of the amplitude 
of business fluctuations, we avoid relying on 
estimates of the quantitative movements of 
a prewar macroeconomic aggregate, which 
are critical to conclusions about volatility. 
Compared with an aggregate measure of 
economic activity, a business-cycle chronol- 
ogy contains less information because the 
chronology is only qualitative, not quantita- 
tive, and more information because the 
chronology can incorporate a greater variety 
and number of sources of cyclical informa- 
tion. The former attribute is obvious: desig- 
nating turning points largely requires only a 
qualitative sense of the direction of general 
business activity. Thus, for example, con- 
cluding that the second quarter of 1894 was 
a cyclical peak is much easier than deter- 
mining that real GNP rose x percent in the 
second quarter and fell y percent in the 
third quarter of that year. 

At the same time, because only qualita- 
tive information is required, a business-cycle 
chronology can be constructed from a 
greater number of indicators of business 

' ~ u r a t i o n  stabilization has largely been ignored by 
researchers; exceptions include De Long and Summers 
(1988), Victor Zarnowitz (19891, and Daniel E. Sichel 
(1991), who address similar issues with other tech-
niques. 

activity than just the components of an ag- 
gregate measure such as real GNP or indus- 
trial production. For example, the business- 
cycle chronology of the National Bureau of 
Economic Research (NBER), which we use 
below, incorporates a wide variety of sources 
of cyclical information, including the price 
movements of stocks and other assets, as 
well as descriptive accounts of economic 
activity from historical business annals. 
Sources such as these have necessarily been 
ignored in the volatility-stabilization debate, 
which has focused on aggregate measures; 
thus, our use of the NBER business-cycle 
chronology implicitly brings new informa-
tion to the debate about the changing na- 
ture of business flu~tuations.~ 

In our analysis, however, we do not ac-
cept the NBER chronology unquestioningly. 
One clear truth in U.S. economic history is 
that the quantity and quality of economic 
data have increased markedly over the last 
century. The relative scarcity and poor qual- 
ity of earlier data may affect the compara- 
bility of prewar and postwar turning-point 
dates. Such data considerations may be im- 
portant for judging changes in cyclical dura- 
tion, just as similar data problems were cru- 
cial for the volatility debate. Accordingly, 
we take care to assess the robustness of our 
results to variations in the prewar chronol- 
ogy.

The paper proceeds as follows. In Section 
I, we discuss the NBER business-cycle dat- 
ing procedures and the historical consis- 
tency of the NBER turning-point dates. In 
Section 11, we describe a test of the null 
hypothesis of no duration stabilization, that 

2The ability of the NBER to construct its chronol- 
ogy at a monthly frequency demonstrates the richness 
of the chronology's information set. Previous volatility 
studies have been able to construct the requisite aggre- 
gates at only an annual frequency, which is quite crude 
for assessing business cycles. Consideration of broader 
information sets in volatility comparisons also moti- 
vates the analyses of Matthew D. Shapiro (1988), who 
uses stock prices, and Steven M. Sheffrin (1988), who 
uses international data. 
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Trough to Peak to 
Trough Peak Contractions Expansions trough peak 

December 1854 June 1857 - 30 - -
December 1858 October 1860 18 22 48 40 
June 1861 April 1865 8 -46 30 -54 
December 1867 June 1869 32 18 3 50 
December 1870 October 1873 18 34 36 52 
March 1879 March 1882 65 36 99 101 
May 1885 March 1887 38 22 74 60 
April 1888 July 1890 13 27 35 40 
May 1891 January 1893 10 20 37 30 
June 1894 December 1895 17 18 37 35 
June 1897 June 1899 18 24 36 42 
December 1900 September 1902 18 21 42 39 
August 1904 May 1907 23 33 44 56 
June 1908 January 1910 13 19 46 32 
January 1912 January 1913 24 12 43 36 
December 1914 August 1918 23 -44 35 67 
March 1919 January 1920 7 10 51 17 
July 1921 May 1923 18 22 28 40 
July 1924 October 1926 14 27 36 41 
November 1927 August 1929 13 21 40 34 
March 1933 May 1937 43 50 64 93 
June 1938 February 1945 13 3 63 -93 
October 1945 November 1948 8 37 88 45 
October 1949 July 1953 11 3 48 -56 
May 1954 August 1957 10 39 55 49 
April 1958 April 1960 8 24 47 32 
February 1961 December 1969 10 106 34 -116 
November 1970 November 1973 11 36 -117 47 
March 1975 January 1980 16 58 52 74 
July 1980 July 1981 6 12 64 18 
November 1982 July 1990 16 92 28 108 

Note: Durations are given in months. Wartime expansions and whole cycles are underlined. 

is, that the distributions of prewar and post- war NBER turning-point dates and the 
war durations are identical. We provide em- comparability of the associated cyclical du- 
pirical results in Section I11 and offer a rations. 
summary and interpretation in Section IV. A brief review of the NBER dating pro- 

cedure is in order. An early description of 
I. 	The NBER Business-Cycle Chronology this method is Burns and Wesley C. Mitchell 

(1946 pp. 76-7):3 
The dates of U.S. business-cycle peaks 

and troughs designated by the NBER are Our first step toward identifying busi- 
shown in Table 1, along with the associated ness cycles was to identify the turns of 
durations of expansions, contractions, and eneral business activity indicated by 
whole cycles (measured from peak to peak kdescriptive business] annals. Next, the 

and from trough to trough). As noted above, 
the earlier volatility debate has hinged on 
the issue of the comparability of prewar and 

'A more recent description is Geoffrey H. Moorepostwar data, and we focus the discussion in and Zarnowitz (1986), which provides an excellent
this section on an analogous issue: the his- overview of the NBER cyclical dating method and 
torical consistency of the prewar and post- related issues. 
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evidence of the annals was checked 
against indexes of business conditions 
and other series of broad coverage. In 
most cases these varied records 
pointed clearly to some one year as 
the time when a cyclical turn occurred. 
When there was conflict of evidence, 
additional statistical series were exam- 
ined and historical accounts of busi- 
ness conditions consulted, until we felt 
it safe to write down an interval within 
which a cyclical turn in general busi- 
ness probably occurred. We then pro- 
ceeded to refine the approximate dates 
by arraying the cyclical turns in the 
more important monthly or quarterly 
series we had for the time and coun- 
try. 

The last step is the most important, because 
it focuses directly on the amount of cyclical 
comovement or coherence among economic 
variables. For Burns and Mitchell, this co- 
movement is the prime definitional charac- 
teristic of the business cycle: " . . .a  cycle 
consists of expansions occurring at about 
the same time in many economic activities, 
followed by similarly general recessions.. ." 
(Burns and Mitchell, 1946 p. 3). Thus, in 
determining the monthly dates of business- 
cycle turning points, Burns and Mitchell 
considered hundreds of individual series, 
including those measuring commodity out- 
put, income, prices, interest rates, banking 
transactions, and transportation services. 
The turning points of these individual series 
are not randomly distributed; rather, they 
form clusters of peaks and troughs. The 
monthly dates of the central tendencies of 
such clusters are designated as the turning 
points of the general business cycle. For the 
period from 1854 through 1938, these dates 
are listed by Burns and Mitchell (1946 
p. 105). Dates in the postwar period have 
been designated by successive NBER re-
searchers who have closely adhered to the 
Burns and Mitchell methodology (see Moore 
and Zarnowitz, 1986).4 Note that, contrary 

4 ~ ~ odetailed illustrations of the postwar applica- 
tion of the NBER dating methodology are Zarnowitz 
and Moore (1977) for the 1973-1975 recession and 
Zarnowitz and Moore (1983) for the 1980 recession. 

to popular folklore, NBER researchers have 
never used two consecutive quarterly de- 
clines in real GNP as the criterion for dat- 
ing downturns. 

The historical consistency of the proce- 
dures used by NBER researchers to desig- 
nate turning points supports the use of these 
dates in prewar-postwar comparisons. Nev- 
ertheless, although the general dating pro- 
cedures have not changed, both the number 
and quality of the underlying individual se- 
ries examined have greatly increased over 
time. For example, in Burns and Mitchell's 
(1946 p. 82) analysis only 19 individual 
monthly or quarterly series were available 
for dating in the 1860's, while 199 were 
available for the dates after 1890, and 665 
were available after 1920. The increase in 
the number of underlying individual series, 
which was also accompanied by an increase 
in the quality of most series, is presumably 
associated with increased reliability of the 
NBER dates. Clusters of individual turning 
points are quite narrow in the postwar pe- 
riod; in contrast, inadequate data result in 
much more uncertainty about some of the 
prewar NBER dates. The changes in the 
reliability of the dates, as certain individual 
series necessarily assume more importance 
in the absence of others in the prewar pe- 
riod, could affect the validity of a 
prewar-postwar comparison of NBER cycli- 
cal durations. The rest of this section ad- 
dresses this issue and describes some of the 
variations of the canonical NBER chronol- 
ogy that we consider in order to ensure the 
robustness of our results. 

All of the researchers who have desig- 
nated NBER turning points have cautioned 
that there is some uncertainty about the 
precise timing of the general turns in busi- 
ness activity. One indication of the uncer- 
tainty associated with the official dates is 
the discrepancy between these dates and a 
number of alternative dates that have been 
suggested by NBER researchers and by in- 
dependent observers.' Let us first consider 

'~ndeed, this is one of the procedures used by Burns 
and Mitchell (1946 p. 108) to examine the dependabil- 
ity of their dates. 
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the reliability of the postwar dates. The 
NBER turning-point dates during the early 
part of the postwar period were the subject 
of some controversy, with several alternative 
chronologies hotly debated (Moore, 1961; 
Lorman C. Trueblood, 1961; George W. 
Cloos, 1963a, b; Zarnowitz, 1963a, b). The 
differences between the proposed alterna- 
tives and the official postwar chronology are 
minor; of the eight dates examined by Cloos, 
for example, his suggested changes would 
shift one peak back by one month, another 
forward by two months, and one trough 
back by three months. Given the striking 
nature of our subsequent results, these dif- 
ferences are insignificant. 

The choice of more recent dates in the 
postwar period (since 1960), and indeed the 
entire NBER turning-point methodology, 
has gained additional support from research 
by James H. Stock and Mark W. Watson 
(198916 They have attempted to formalize 
the notion that the business cycle is defined 
by the comovements of many macroeco-
nomic time series by specifying a dynamic 
factor model that identifies the unobserved 
common component in the movements of 
many coincident variables. The cyclical 
peaks and troughs of the extracted common 
component coincide with the NBER 
chronology, except in 1969, when the 
NBER-dated peak is two months later. 

As suggested above by the large changes 
in the number of time series employed by 
Burns and Mitchell (1946), the prewar dates 
are of varying quality. The dates in the 
interwar period (1918-1938) appear to be 
little more questionable than those in the 
postwar period. Of the original 12 turning 
points in this period specified by Burns and 
Mitchell (1946), careful reevaluations by the 
NBER staff led to three changes of one 
month and two shifts of two months (Moore 
and Zarnowitz, 1986). These revisions are 
broadly indicative of the small amount of 
uncertainty in the interwar dates. 

6 ~ h epostwar NBER chronology is also broadly 
confirmed by James Hamilton (19891, who posits an 
underlying nonlinear regime-switching model and uses 
optimal-signal-extraction techniques to estimate turn- 
ing:point dates. 

The turning-point dates before World 
War I are more questionable. Again, we 
can compare alternative business-cycle 
chronologies for this period, such as 
those of Joseph Kitchin (1923), Warren M. 
Persons (1931), and Leonard Ayres (19391, 
in order to gauge the uncertainty associated 
with the NBER's choices. From this per- 
spective, the NBER dates appear to be 
reasonable choices, with no clear bias; 
however, the range in variation among the 
alternatives is fairly large, with an average 
shift of about four months. Careful exami- 
nations of the early NBER dates, notably 
Rendigs Fels (1959) and Zarnowitz (19811, 
place the greatest uncertainty on the timing 
of the dates before 1885. Very few compre- 
hensive statistics are available at a monthly 
frequency before the mid-1880's; conse-
quently, the clusters of individual series 
available for Burns and Mitchell (1946) are 
rather sparse and diffuse. In our empirical 
analysis, we shall examine the robustness of 
our results when the pre-1885 turning points 
are excluded. 

Although the early NBER dates appear 
to provide a reasonably unbiased delin-
eation of good times from bad, there is a 
remaining question about whether some of 
the designated recessions represent true 
cyclical contractions or rather are simply 
periods of very slow growth (i.e., growth 
recessions). This distinction is more difficult 
to make for recessions in the pre-World 
War I period because several data series are 
only available on a trend-adjusted basis, 
making actual declines in real economic ac- 
tivity difficult to judge. In the period after 
1885, the 1887-1888 recession is the most 
dubious, although the 1899-1900 recession 
was also very mild (Kitchin, 1923; A. Ross 
Eckler, 1933; Fels, 1959; Zarnowitz, 1981). 
Although we remain undecided on the clas- 
sification of these episodes, we examine the 
consequences of treating 1887-1888 and 
1899-1900 as growth slowdowns rather than 
as business-cycle contractions. 

In light of the above concerns about the 
historical consistency of the NBER dates, 
we consider two variations on the official 
chronology in order to assess the robustness 
of our results: (i) exclusion of the pre-1885 
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11. A Test of Duration Stabilization 

A. Pre- World War II (December 1854 -June 1938): 
Al: All observations 
A2: Excluding observations before May 1885 
A3: A2, eliminating 1887 and 1899 contractions 
Al*: Al,  excluding wartime observations 
A2*: A2, excluding wartime observations 
A3*: A3, excluding wartime observations 

B. Pre-Great Depression (December 1854- August 1929): 
B1: All observations 
B2: Excluding observations before May 1885 
B3: B2, eliminating 1887 and 1899 contractions 
Bl*: B1, excluding wartime observations 
B2*: B2, excluding wartime observations 
B3*: B3, excluding wartime observations 

C. Pre- World War I (December 1854 -December 1914). 
C1: All observations 
C2: Excluding observations before May 1885 
C3: C2, eliminating 1887 and 1899 contractions 
Cl*: C1, excluding wartime observations 
C2*: C2, excluding wartime observations 
C3*: C3, excluding wartime observations 

D. Post-World War 11 (February 1945- July 1990): 
Z: All observations 

Z*: Z, excluding wartime observations 


turning-point dates in order to avoid poten- 
tially unreliable dates in the very early pe- 
riod and (ii) elimination of the 1887 and 
1899 recessions7 in order to account for the 
possibility that these were merely growth 
recessions. As a further sensitivity test, we 
consider three different terminal dates for 
the prewar period (June 1938, August 1929, 
and December 1914), thus excluding from 
consideration the Great Depression and 
other interwar recessions, which may be 
atypical observations. Finally, we also con- 
sider the exclusion of wartime expansions 
and cycles in order to avoid possible spuri- 
ously long observations. A complete listing 
of all of the various duration samples used 
in our analysis is given in Table 2, along 
with the associated mnemonics. (The A, B, 
and C samples are all loosely termed "pre- 
war" samples.) 

'The "elimination" of a recession means that we 
replace that contraction and its immediate preceding 
and succeeding expansions by one long expansion. 

Consider the two samples of prewar and 
postwar durations of size n, and n,, 
{XI, .. . ,Xn,} and {Y,, . . . ,Y,). Denote the 
corresponding population prewar and post- 
war duration distribution functions by F 
and G. The null hypothesis of no postwar 
duration stabilization implies that these dis- 
tributions are identical ( F  = G). Depending 
on the situation, we shall subsequently be 
interested in both one-sided and two-sided 
alternatives. The interpretation of the one- 
sided alternative that Y is stochastically 
larger than X is that (i) F # G and 
(ii) G ( k ) s  F(k)  for all k [or equivalently, 
P(Y > k)  2 P ( X  > k)  for all k]. The in-
equalities are reversed for the one-sided 
alternative that X is stochastically larger 
than Y. The two-sided alternative, F # G, 
has the obvious interpretation. 

We shall test the null hypothesis of no 
postwar stabilization using the Wilcoxon, or 
rank-sum, test. Replace the observations 
{XI,.. . ,Xn,,Yl, . . . ,Yn) by their ranks, 
{R,,. . . ,R,}, where n = n, + n,.8 Then the 
Wilcoxon test statistic is formed as the sum 
of the ranks in the second sample: 

The intuition of this statistic is obvious: 
under the null hypothesis that F = G, the 
average rank of an observation in the pre- 
war sample should equal the average rank 
of an observation in the postwar sample, 
and W is a sufficient statistic for this com- 
parison. Furthermore, the distribution of W 
under the null hypothesis that F = G is 
invariant to the underlying distribution of 
durations. This invariance follows from the 
fact that the null distribution of the ranks 
(assuming the independence of observa-
tions) is simply given by 

'1n the case of a tie, the relevant ranks are replaced 
by the average of the ranks of the tied observations. 
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for all permutations ( r , , . . . ,r,) of (1,. . . ,n). 
Because W is a function of the ranks, the 
distribution of W is also invariant to the 
underlying distribution of durations. In-
deed, equation (2) enables computation of 
exact finite-sample p values of W, which 
are calculated numerically using the algo- 
rithm of Diebold et al. (1992).9 

The Wilcoxon test is a nonpara'metric test 
designed to have particularly high power 
against alternatives involving a shift of loca- 
tion. Intuition on this point can be gained 
by comparing the Wilcoxon test statistic to 
the classical t statistic for testing equality of 
two population means, 

where 

The t statistic is appropriate for testing the 
null hypothesis that E ( X )  = E(Y) when the 
underlying populations are normally dis-
tributed. Unfortunately, normality is a dis- 
tinctly inappropriate distributional assump- 
tion for duration data. The Wilcoxon test 
may be interpreted as a distribution-free t 
test, obtained by replacing the observations 
(XI, . . . ,XnI,Yl, . . . ,Y,y} by their ranks 
(R,, . . . ,Rn}, which yields 

where Exand Ry denote the mean ranks of 

'critical values are also tabulated in John V. Bradley 
(1968) for n,, ny  1 25. 

the X and Y samples, and 

Straightforward but tedious algebra reveals 
t* to be a monotonic transformation of W. 

Because the Wilcoxon test is exact, we 
are assured of correct test size, even in 
small samples. Surprisingly, the test also has 
good power against a variety of alternatives. 
The trade-off between the relaxation of dis- 
tributional assumptions and the loss of 
power is extremely favorable: the Wilcoxon 
test is only slightly less powerful than the t 
test when the distributional assumption 
(normality) underlying the t test is true, and 
it may be much more powerful when the 
distributional assumption is false.'' 

Under the maintained assumption that 
the distributions of durations differ only by 
a shift in location [i.e., G(k)  = F(k  + A)  for 
all kl ,  we can also produce a confidence 
interval for the location shift, A.  Consider 
the nxny-element sequence of differences 
{Dij},i = 1,.. . ,nx, j = 1,.. . ,n,., where Dij = 

- Xi, and order them so that D(,, < 
D(,)< . . . < D(nxny).For a given significance 
level a ,  let k ,  be an integer defined from 
the confidence interval 

where 

10See Peter J. Bickel and Kjell A. Doksum (1977) 

for a discussion of the comparative performance of the 
Wilcoxon and t tests. 
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is the Mann-Whitney U statistic, a mono-
tonic transformation of w." Then it can be 
shown (Bickel and Doksum, 1977) that 

Thus, a two-sided (1- a)-percent confi-
dence interval for A is (D(k,), D(nxn, -k,+ 1)). 

Alternatively, the two (1 - a)-percent one- 
sided confidence intervals are (DCk2,), m) and 

D(n,ny-k2, + 1)). 

111. Empirical Results 

Before applying the Wilcoxon test, we 
first must verify two features of the data in 
order to ensure the validity of the testing 
procedure: first, the independence of dura- 
tion observations and, second, the constancy 
of trend growth in the prewar and postwar 
periods. The independence assumption, 
which was required to obtain appropriate 
critical values for the Wilcoxon test, appears 
to be a good working assumption. The cor- 
relations between the lengths of successive 
expansions or between the lengths of suc-
cessive contractions (over the entire sample) 
are insignificantly different from zero at even 
the 20-percent level. 

The second pretest issue reflects the fact 
that business cycles are delineated on a 
non-trend-adjusted basis; thus, any differ- 
ences in the trend growth of the economy in 
the prewar and postwar periods would af- 
fect duration comparisons. If the postwar 
economy had a higher average rate of growth 
than the prewar economy and each econ-
omy had identical trend-adjusted cyclical 
movements, the duration of postwar expan- 
sions would be longer and the duration of 
postwar contractions would be shorter than 
their prewar counterparts. However, as 
shown in Table 3, the mean growth rate of 
real output in the postwar period was little 
different than in the prewar period. (The 

he finite-sample distribution of U is tabulated in 
Bickel and Doksum (1977). 

TABLE 3-MEAN GROWTH RATE OF REAL GNP 

Sample Mean (A log Y , )  

Postwar sample: 
1946-1989 (2) 

Prewar samples: 
1870-1938 (Al) 0.031 
1886-1938 (A21 0.027 
1870-1929 (B1) 0.037 
1886-1929 (B2) 0.034 
1870-1914 (C1) 0.038 
1886-1914 (C2) 0.033 

Note: The real GNP sample from 1869 to 1929 comes 
from Romer (1989 pp. 22-3); the later data come from 
the national income and product accounts (NIPA). 

prewar growth rates are calculated over sev- 
eral ranges that roughly correspond to our 
prewar duration samples, whose mnemonics 
are given in parentheses in Table 3).12 Thus, 
any evidence for duration stabilization does 
not reflect changes in trend growth. 

With these two issues settled, results from 
the Wilcoxon tests for expansions and con- 
tractions appear in Tables 4 and 5, respec-
tively. For each pair of prewar and postwar 
samples, we report sample sizes, mean du- 
rations, the Wilcoxon statistic and its one- 
sided p value, and approximate 90-percent 
and 80-percent one-sided confidence inter- 
vals for the location shift.13 For example, 
the top row of Table 4 compares the prewar 
expansion sample A1 (with 21 observations 
and a mean duration of 26.5 months) and 
the postwar expansion sample Z (with nine 
observations and a mean duration of 49.9 
months). For these two samples, the exact 
Wilcoxon p value under the null hypothesis 
of no change in distribution is less than 
0.01, and the confidence-interval estimates 
suggest that we can be 90-percent certain 

12Note that we rely on the prewar measure of GNP 
only for average growth estimates, rather than using it 
for the more contentious assessment of properties of 
cyclical fluctuations. 

1 3 ~ h eobvious alternatives of longer postwar expan- 
sions and shorter postwar contractions make one-sided 
tests and confidence intervals appropriate. 
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TABLE4-WILCOXON TEST FOR EXPANSIONS 

Sample Sample size Mean duration Wilcoxon test Confidence interval 

X Y ", "Y x 
-
L' W P,(W) 90-percent 80-percent 

Note: Samples are identified in Table 2. The mean durations and the Wilcoxon test statistic are given in months. 
P,(W) is a one-sided p value for the null hypothesis of no postwar duration stabilization. 

TABLE 5-WILCOXON TEST FOR CONTRACTIONS 

Sample Sample size Mean duration Wilcoxon test Confidence interval 

x L' n x  n~ x Y W P,( W )  90-percent 80-percent 

Note: Samples are identified in Table 2. The mean duration and the Wilcoxon test statistic are given in months. 
P,W is a one-sided p value for the null hypothesis of no postwar duration stabilization. 

that the postwar increase in mean expan- For contractions, rejection is always at the 
sion duration was at least 9 months. Results 1-percent level or better. For expansions, 
are shown for the other pairs of expansion the evidence is slightly less overwhelming: 
samples in Table 4 and for contraction sam- 12 of 18 Wilcoxon p values for expansions 
ples in Table 5. Almost without exception, are less than or equal to 0.02, but one 
the tests reject the null hypothesis of no sample rejects at only the 20-percent level, 
stabilization in favor of longer postwar ex- and two other samples reject at about the 
pansions or shorter postwar contractions. 10-percent level. 
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TABLE6-WILCOXONTESTFOR PEAK-TO-PEAKCYCLES 

Sample Sample size Mean duration Wilcoxon test Confidence interval 

x Y n ,  n ,  x F W P,(W) 90-percent 80-percent 

B1 Z 19 9 45.6 60.6 156.0 0.224 (-28,4)  (-20,O) 
B2 Z 13 9 39.2 60.6 132.0 0.060 ( -38 ,3)  ( - 3 2 ,  -6)  
B3 Z 11 9 42.6 60.6 113.0 0.176 ( -38 ,4)  (- 30, - 1) 
Bl* Z* 17 7 43.8 53.3 100.5 0.418 (-22,8) ( - 15,5) 
B2* Z* 12 7 36.8 53.3 88.5 0.120 (- 33,2) ( -28 ,  -3)  
B3* Z* 10 7 40.2 53.3 74.5 0.270 ( -32 ,7)  (- 27,3) 

C1 Z 14 9 47.6 60.6 123.0 0.368 (-24,7) (- 19,4) 
C2 Z 8 9 38.8 60.6 54.0 0.092 (-39,O) ( - 3 2 ,  -5)  
C3 Z 6 9 45.0 60.6 40.0 0.388 ( - 3 8 , l l )  (-2 6 7 )  
C l *  z *  13 7 47.2 53.3 78.5 0.700 (- 1 8 , l l )  (- 14,8) 
C2* Z * 8 7 38.6 53.3 66.5 0.232 (-34,7) ( - 18,O) 
C3* Z* 6 7 45.0 53.3 38.5 0.628 ( - 19,14) (- 17,111 

Note: Samples are identified in Table 2. The mean durations and the Wilcoxon test statistic are given in months. 
P,(W) is a one-sided p value for the null hypothesis of no postwar change in the duration distribution. 

Even more persuasive evidence is pro- that of its prewar counterpart, while the 
vided by a test of the joint hypothesis of mean postwar contraction duration is half 
both longer expansions and shorter contrac- that of its prewar counterpart. 
tions. Given a postwar duration stabilization The results are very different for whole 
that results in either (or both) longer expan- cycles, whether measured from trough to 
sions and shorter contractions, expansion- trough or from peak to peak. Table 6 pro-
to-contraction ratios will be larger in the vides the statistics for cycles measured from 
postwar period. In light of the separate re- peak to peak; similar results were obtained 
sults for expansions and contractions, it is for trough-to-trough cycles. The p values of 
not surprising that the Wilcoxon statistics the Wilcoxon tests rarely indicate significant 
for their ratios, which test a joint stabiliza- change in the postwar period; in fact, they 
tion hypothesis, are generally less than 0.001. are typically greater than 0.2. Thus, the data 
We interpret these results as the most com- suggest an unchanged distribution of whole- 
pelling evidence supporting overall postwar cycle durations but with a revised allocation 
duration stabilization. of time so that postwar expansions are 

It is unusual in empirical macroeco- longer, and contractions shorter. 
nomics to obtain such strong results, partic- 
ularly with small samples. But what of the IV. Summary 
more important question: are the postwar 
shifts significant from an economic perspec- We have investigated the postwar-stabili- 
tive? Clearly, the answer is yes. Our results zation hypothesis from the perspective of 
indicate that while less than 20 percent of duration, or frequency, as opposed to 
the postwar period was spent in recession, volatility, or amplitude. Our analysis made 
more than 40 percent of the prewar period use of the qualitative information contained 
was spent in recession. Furthermore, the in the NBER's business-cycle chronology 
mean postwar expansion duration is double and was robust to criticisms of conventional 



1003 VOL. 82 NO. 4 DIEBOLD AND RUDEBUSCH: POSTWAR ECONOMIC FLUCTUATIONS 

measures of prewar aggregate data. Using a 
distribution-free statistical procedure, we 
found strong evidence of a postwar shift 
toward longer expansions and shorter con- 
tractions, which is consistent with a broad 
interpretation of the stabilization hypothe- 
sis. Moreover, we found no evidence for a 
postwar shift in the distribution of whole- 
cycle durations. 

To the extent that postwar volatility was 
stabilized, one expects, ceteris paribus, con- 
comitant duration stabilization due to the 
upward trend in aggregate economic activ- 
ity. To see this, consider an extreme case: in 
an upwardly trending economy, as volatility 
approaches zero, expected expansion dura- 
tion grows without bound, and expected 
contraction duration collapses to zero.14 
However, we believe that it is highly un- 
likely that all of the postwar duration stabi- 
lization is associated with volatility stabiliza- 
tion. To the extent that volatility actually 
was reduced, previous research has found 
that the reduction was small and hard to 
detect. The postwar shift toward duration 
stabilization, however, is large and difficult 
to deny. It is likely, therefore, that duration 
stabilization arose, at least in part, indepen- 
dently of volatility stabilization. Further-
more, some of the structural changes in the 
economy that have been cited as possible 
sources for volatility stabilization may actu- 
ally impede duration stabilization. For ex- 
ample, it is fairly well established that the 
existence of a countercyclical entitlement 
program such as unemployment insurance 
increases individual unemployment dura-
tions by reducing the adverse effect of un- 
employment on personal income (e.g., Bruce 
D. Meyer, 1990). Such a program, although 
an "automatic stabilizer" in the sense of 
reducing the severity of contractions and 
the variability of fluctuations, may not gen- 
erally shorten the durations of contractions 
or lead to duration stabilization. 

14~owever,it should'be stressed that the link be- 
tween volatility stabilization and duration stabilization 
may be affected by other changes in the nature of 
business cycles, notably in the asymmetry of the cycle. 
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