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Abstract

This paper stresses that estimated policy rules are reduced form equations
that are silent on many important policy questions. To obtain a structural
understanding of monetary policy it is necessary to estimate the policymaker’s
objective function, rather than its policy reaction function. With these issues
in mind, this paper proposes a system-based estimation approach that uses the
solution to the policymaker’s optimization problem to infer the underlying policy
regime from the economy’s evolution over time. The paper derives conditions
under which the parameters in a policymaker’s policy objective function can
be identified and estimated. These identification conditions apply to forward-
looking rational-expectations models as well as to backward-looking models, ex-
tending existing results. We apply these conditions to a New Keynesian sticky-
price model of the US economy, estimating jointly all of the model’s behavioral
parameters and the policy regime parameters. The results show that the implicit
inflation target and the relative weight placed on interest rate smoothing both
declined with Volcker’s appointment to Federal Reserve chairman. However, the
estimates reveal that other — non-monetary-policy — parameters have changed
over time also.
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1 Introduction

Taylor’s (1993) study into US monetary policy sparked renewed interest in modeling
monetary policy using state-contingent rules. Since then a literature has developed
that uses estimated rules to summarize the systematic component to monetary policy.
Studies that estimate the systematic component to monetary policy using Taylor-
type rules typically use a short term nominal interest rate as the policy instrument,
with the rules themselves expressed either as state-contingent rules (Dennis, 2003;
Levin, Wieland, and Williams, 1999) or as forward-looking rules (Batini and Haldane,
1999; Clarida, Gali, and Gertler, 2000). Monetary policy shocks, the non-systematic
component to monetary policy, are typically analyzed using vector autoregressive
models (Sims and Zha, 2001).

Some interesting stylized facts have emerged from the literature on estimated
policy rules. One such fact is that lagged interest rates are invariably needed as
regressors to adequately account for how nominal interest rates move over time, sug-
gesting that central banks smooth interest rates (Clarida, et al. 2000). Furthermore,
policy rules estimated over different sample periods seem to indicate that monetary
policy in the US has undergone a significant change, with a more “activist” approach
to policy taken after the mid-1980s’ than was pursued during the 1970s (Clarida,
et al. 2000; McCallum, 2000). Indeed, the view that monetary policy was insuf-
ficiently activist during the 1970s is one popular explanation for the high inflation
rates observed during that decade.

However, estimated policy rules cannot address many interesting and important
policy issues. For instance, a valuable check on the credibility of an inflation target-
ing central bank would be to compare the inflation target that enters the objective
function, the implicit inflation target, with the announced inflation target. Any
significant discrepancy between the implicit target and the announced target would
indicate a lack of commitment to the announced target. Similarly, recursive es-
timates of the implicit target that converged on the announced target would show
that policy credibility is growing over time. For central banks like the US Federal

Reserve, which are not explicit inflation targeters, but are required to maintain a

!Here, “activist” refers to the fact that interest rates move more than one-for-one with expected
future inflation.



nominal anchor, it is still pertinent to estimate the implicit inflation target, and to
examine whether this target has changed over time. Yet, despite its obvious impor-
tance, estimates of a central banks’ implicit inflation target cannot be obtained from
estimated policy rules. The confounding factor is that even though the intercept in
conventionally formulated policy rules is a function of the implicit inflation target,
this critical parameter is not identified.

Other important issues, such as whether a policy regime change has occurred, also
cannot be convincingly answered using estimated policy rules. Even if structural
breaks are observed in a policy rule’s feedback parameters these breaks cannot be
unambiguously attributed to a regime change; they may reflect structural changes
in the equations that constrain the policy process. The essential point here is that
estimated policy rules are reduced-form equations that, because they are formulated,
estimated, analyzed, and interpreted in the absence of a fully specified economic
model, are uninformative of any policy issue that involves structural parameters
or that requires a structural interpretation. To reveal what central banks aim to
achieve through their policy actions it is necessary to recognize that central banks
behave purposefully when setting policy and to explicitly model the central bank’s
optimization problem. Only through estimating a central bank’s policy objective
function, rather than its decision rule, is it possible to cast light on its objectives and
preferences. Once the policy objective function parameters have been estimated,
formal statistical tests of hypotheses, such as whether central bank’s smooth interest
rates or whether a policy regime change has occurred, become possible.?

The need to understand monetary policy at the level of targets and preferences has

?More to this point, that the distinction between the parameters in the policy rule and those
in the policy objective function is critical is exemplified in the debate over whether central banks
smooth interest rates. Estimated policy rules invariably include lagged interest rates as explanatory
variables. Their presence is widely ascribed to the tendency for central banks to smooth interest
rates. Rudebusch (2002a), however, argues that central banks do not smooth interest rates and
that what is erroneously perceived as interest rate smoothing is simply the dynamic consequences of
serially correlated policy shocks. Rudebusch contends that policy rules do not permit a direct test
of the two hypotheses, but that the serially correlated policy shocks hypothesis is more consistent
with term structure evidence. English, Nelson, and Sack (2003) challenge Rudebusch’s claim that
a direct test is not possible. They estimate a policy rule for the US, perform such a test, and show
that lagged interest rates have significant explanatory power even after allowance is made for serially
correlated shocks. What this debate overlooks is that whether central banks smooth interest rates
or not should be framed as an hypothesis about the central bank’s objective function, not as an
hypothesis about the variables entering its policy rule.



produced a small literature that estimates the parameters in central bank objective
functions.  This literature has tended to focus on the US and to concentrate on
models in which private agents (but not the central bank) are backward-looking. For
example, Salemi (1995) assumes that the constraints facing the US Federal Reserve
can be modeled as a vector autoregression, while Dennis (2001b), Collins and Siklos
(2001), and Favero and Rovelli (2003) all model the private sector using variants
of the Rudebusch and Svensson (1999) model. However, a criticism often leveled
at models in which private agents are backward-looking is that they are subject to
the Lucas critique (Lucas, 1976). While empirical tests showing no evidence of
parameter instability should go some way toward addressing this criticism, it is more
attractive to explicitly model households and firms as forward-looking agents. But
allowing private agents to be forward-looking raises considerable complications for
estimation, primarily because it becomes necessary to model the strategic interactions
that occur between the economic agents in the model. For this reason very few studies
have attempted to estimate policy regime parameters from forward-looking models,
and those that have gone down this path (Stderlind, Séderstrom, and Vredin, 2002;
Castelnuovo, 2003) have resorted to informal calibration rather than using estimation.
The exception is Salemi (2001) who assumes that the Federal Reserve can precommit
to an optimized Taylor-type rule, thereby bypassing strategic considerations.

This paper constructs a forward-looking model, estimates it, and then uses it
to address the issues raised above. The model that we analyze has explicit micro-
foundations and, consequently, its parameters relate to preferences and technology
and can be readily interpreted; in this respect the model is very different to the models
examined in previous studies. Before estimating the model, we first derive necessary
and sufficient conditions for its parameters to be identified. These conditions are
presented in terms of familiar rank and order conditions and are more general than
those developed in Chow (1981), who only considered models with backward-looking
private-agents. This paper also develops an estimation approach that allows all of
the parameters in the model to be estimated jointly, while permitting the central
bank’s objective function to have an infinite horizon. Unlike other approaches,
the estimation method employed here readily accommodates forward-looking agents.

Moreover, the method does not require that the central bank’s policy horizon be



arbitrarily truncated in order to obtain an estimable Euler equation (c.f. Favero and
Rovelli, 2003). Taking our model to the data, we obtain estimates of the Federal
Reserve’s policy objective function, including its implicit inflation target, and are able
to formally examine the hypotheses that US monetary policy underwent a significant
regime change in the early 1980s and that the Federal Reserve smooths interest rates.

The remainder of this paper is structured as follows. In the following section we
introduce the central bank’s optimization problem, providing general expressions for
the objective function and the optimization constraints. Section 2 also describes how
to solve for the economy’s time-consistent equilibrium. Section 3 turns to econometric
identification, deriving necessary and sufficient conditions for the parameters in the
optimization constraints and those in the policy objective function to be identified.
Section 4 presents a method by which the model’s structural parameters can be
estimated. = The main difficulty here is to transform the system’s decision rules
and transition equations into a form suitable for estimation while at the same time
overcoming the stochastic singularity that arises from the presence of identities. The
New Keynesian sticky-price model that is estimated is constructed in section 5. After
showing that the parameters in this model are identified, we estimate them using the
approach developed in section 4. The results are related to those obtained in previous

studies. Section 6 concludes.

2 The Theoretical Framework

This section describes the central bank’s optimization problem, introducing the pol-
icy objective function and the behavioral equations that constrain the optimization
process.  While the state-space form could be used, here the optimization con-
straints are written in structural form because this form allows us to quickly set up
and solve the system for its time-consistent equilibrium. In addition, working with
the constraints in structural form makes it easier to solve the central bank’s dynamic
optimization problem while at the same time estimating the model’s behavioral para-
meters. The algorithm used to solve for the time-consistent equilibrium is developed

and discussed in Dennis (2001a).



2.1 The Policy Objective Function

Let z; be an n x 1 vector of endogenous variables and x; be a p x 1 vector of (inde-
pendent) policy instruments. At this stage every variable in z; and x; is treated as
a potential target variable. The target vectors for z; and x; are denoted z and X,

respectively. The policy objective function is assumed to be
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where 0 < § < 1, where W (n x n) and Q (p X p) are square, symmetric, matrices
containing policy preference parameters, or weights, where FE; is the mathematical
expectations operator conditional upon period ¢ information, and where z; = z; — Z
and X; = x; —X. Equation (2) is highly attractive from a computational perspective
because, with linear constraints, it leads to linear decision rules. Moreover, equation
(2) can be derived as a second-order approximation to a representative agent’s utility
function (Dfaz-Giménez, 1999) and objective functions with this form are widely used
in the literature. However, it is not necessary to interpret equation (2) as an approx-
imation to a representative agent’s utility function. Equation (2) can be motivated
on political economy grounds (Cukierman, 1986) or on the basis that it is desirable to
appoint a central banker who is more conservative than society as a whole (Rogoff,
1985). The latter implies that even if the central bank’s goal is to maximize the
representative agent’s welfare the parameters in the central bank’s objective function
should differ from those implied by a second-order utility approximation. It is not
necessary for either W or Q to have full rank. However, because the policy objective
function is defined only up to an affine transformation, without loss of generality, we

impose the normalization that tr (W) = 1.

2.2 The Optimization Constraints and the Time-Consistent Solu-
tion

The central bank’s problem is to choose x; to minimize equation (2) subject to a sys-

tem of dynamic constraints. These constraints consist of Euler equations associated



with the private sectors’ optimization problems and equations reflecting resource con-
straints, production technology, etc. As mentioned above, because we are interested
in identifying and estimating the economy’s structural parameters, it is desirable to
formulate the central bank’s optimization problem with the optimization constraints
written in (second-order) structural form, rather than in state-space form. The

optimization constraints are
Aoz = a+ A1zi1 + AoEizi 1 + Asxy + g, (3)

where u; ~ 4id (0,X) is an ng x 1 (ns < n) vector of shocks, and where the model’s
structural parameters are contained in the (n X n) matrices Ag, A1, and Ag, in the
(nxp) matrix As, and in the (nx 1) constant vector a. Without loss of generality, Ag
is assumed to have full rank. The variance-covariance matrix of the shocks, 3, may
be singular. We seek to identify and subsequently estimate the parameters in the
structural model, Ag,a, A1, Ag, and As, jointly with the policy regime parameters,
W.Q, X, and Z.

To solve for the time-consistent equilibrium, it is convenient to rewrite equation

(3) in terms of deviations from target values, as follows
Aoz = A1z 1 + Ao By + AsXe + g, (4)
where the intercepts in equation (3) have been eliminated by the requirement that
a+AsX+ (A1 +Ay—Ap)z=0. (5)

Equation (5) must hold if the target vectors zZ and X are to be consistent with the
structural model’s nonstochastic steady-state. The numerical algorithms developed
in Dennis (2001a) can be applied directly to equations (2) and (4) to solve for the
time-consistent equilibrium. Taking the resulting solution and transforming back

into levels (from deviations from targets) the system evolves according to

z: = h+Hyz; 1+ Houy, (6)
x; = f+Fiz; 1+ Fouy, (7)
where
M = W +8F,QF, + 3H,MH,, (8)
D = Ay- A;Hj, (9)



where the policy rule parameters are the solution to

! ! -1 -1 ! ! -1
F, — _[Ag (D) MDlAg} A (D) MD!Aj, (10)
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F, — _[Ag (D) MDlAg} A (D) MD !, (11)
f = X-Fz (12)

and where the parameters in the recursive equilibrium law of motion are given by

H, = D '(A +A3F)), (13)
Hy, = D I+ A3F,), (14)
h = (I-H)Z (15)

If Ag,a,A1,A2, A3, W,Q, X, and z are known, then the time-consistent policy
rule and the associated recursive equilibrium law of motion can be solved numerically
by iterating over equations (8) - (11), (13), (14) until a fixed-point is reached.®> How-
ever, in this paper we seek to answer the reverse question: If h, Hy, Hs, f, F{, and Fs
are known, under what conditions can Ag,a, A1, Aa, A3, W, X, and Z be identified.
And, given that these structural parameters are identifiable, how can they be effi-
ciently estimated. The following section derives necessary and sufficient conditions
for the model and policy regime parameters to be identified; section 4 shows how the

system can be estimated.

3 Identifying the System

Before the parameters in the structural model and those in the policy objective
function can be estimated they must first be identified. As we show below, the con-
ditions for identification are non-standard because the structural equations embed
forward-looking rational expectations and because the economic system is subject to
control, both of which reflect departures from the standard simultaneous equations
econometric framework. Pesaran (1988) considers identification in rational expecta-

tions models, but not in systems that are subject to control. Chow (1981) looks at

3The recursion in equation (8) can be easily and quickly solved using the doubling algorithm, or

’ 71 7
the closed form solution vec (M) = [I - ,8H'1®H1} vec (W + ,BFlQFl) can be used.



econometric identification in systems that are subject to control, but not for models
containing forward-looking rational expectations. In this section, we allow for both
features and derive necessary and sufficient conditions for the parameters in the op-
timization constraints and those in the objective function to be identified. The only
parameter that is not explicitly treated is the discount factor, 6. In what follows
we assume that 3 is known; in both real business cycle models and New Keynesian
models [ is invariably imposed ex ante because it is extremely difficult to estimate

precisely (Ireland, 1997).

Proposition one: A necessary and sufficient condition for Z and X to be identified
is that |[I — Hy| # 0.

Proof: Writing equations (12) and (15) in matrix form gives

HEAHEH
I -F

Provided |I—H;| # 0, [0 I-H;

} has full rank and can be inverted to

uniquely define X and z. B

Proposition one exploits the fact that Z must be consistent with the system’s
nonstochastic steady-state if the optimal policy problem is to be well-posed. Once

the target vector z is identified the intercept in the policy rule identifies X.

Proposition two: Let C = A1+AsF, H= [ —C Ay —Ay ], and T = [ I H'1
Let the parameters in the i’th row of H, h; (1 x 3n), be subject to r; linear inhomo-
geneous restrictions h;R; = r;, where R; has dimensions 3n X r; and r; has dimension
r; X 1, then a necessary condition for identifying H is r; > 2n, Vi € [1,...,n]. A

sufficient condition for H to be identified is rank [ T R; | =3n, Vi€ [1,...,n].

Proof: The solution to the rational expectations problem requires that H; satisfy

the following matrix quadratic (see equation, 13)
AQH% —AoH; + (Al + A3F1) =0,
or equivalently

[-C Ay -A2 ]| H | =0, (17)

H

2/
1

]



where C = A; +A3F;. Nowlet H=[ -C Ay —A, |andT'=[1 H; H? ],

then equation (17) can be written as
HT = 0. (18)
The row vector h; is subject to the linear inhomogeneous restrictions
hR; = r;. (19)
Combining (18) with (19) produces
hi][T R; |=[0 r;]. (20)

The dimensions of h;, T, and R; are 1 x 3n,3n x n, and 3n x r;, respectively.
Accordingly, h; contains 3n parameters that are jointly subject to n 4+ r; restrictions.
The restrictions in equation (20) include the normalization restriction that arises
when a dependent variable is chosen. Consequently, to identify h; it is necessary

that r; > 2n. For these linear inhomogeneous restrictions to be sufficient requires

that [ T R; | be such that rank [T R; | =3n. R

In a standard simultaneous equations system without rational expectations, iden-
tifying an equation requires that at least as many restrictions be imposed as there
are endogenous variables (r; > n). With the rational expectations term present each
equation contains an additional n parameters that need to be identified, but the
number of reduced form parameters available is unchanged. It follows directly — and

intuitively — that n additional restrictions are required to achieve identification.

Proposition three: Let A E[ A, Aj ], A E[ 1 F'1 ]’, and let C be known.
Let the i’th row of A, a; (1 x (n+p)), be subject to 7; linear inhomogeneous restric-
tions, a;R; = r;, where R; has dimensions ((n + p) X r;), then a necessary condition
for identifying A is that r; > p, Vi € [1,...,n]. A sufficient condition for identifying
A is that rank [ A Q; ] =n+pVie[l, .., nl.

Proof: Recall from above that C = A; + AsF; or equivalently

AA = C, (21)



where A E[ A Aj ] and A E[ 1 F'1 ]l. By assumption, C is known. The

elements in A are also subject to the following linear inhomogeneous restrictions
a,R; =r;. (22)
Combining equations (21) and (22) gives
az-[A Ri]:[Ci ri]. (23)

The dimensions of a;, A, and R; are 1 x (n+p), (n+p) X n, and (n+p) X r;,
respectively. Therefore, a; contains n + p parameters that are collectively subject to
n + r; linear restrictions. Consequently, a necessary condition for a; to be identified
is that r; > p. A sufficient condition for A to be identified is that rank | A R; | =
n+p. A

The role of proposition three is to disentangle the elements in A3 from those in
A;. The elements in these two matrices are intertwined because monetary policy
is set as a function of the state vector. In words, proposition three states that a
necessary condition for identification is that a restriction on the elements in A; and
A3 must be imposed for each policy instrument in the system. Clearly if a structural
equation contains all state variables, then the coefficient in A3 associated with that
policy instrument in that equation cannot be identified.

Thus far we have presented conditions that are necessary and sufficient to identify
Ag, A1, As, and A3z in the optimization constraints and the target vectors Z and X in
the objective function. Provided that these conditions hold, equation (5) uniquely

identifies a.

Proposition four: Let W and Q be subject to the linear inhomogeneous restric-

tions [R]vec (W) = r and [S]vec(Q) = s, where R,S,r, and s, have dimensions

2

rxn? sxp? rx1,and s x 1, respectively. A necessary condition for W and Q to

be identified is that r +s > n? 4+ p?> —np. A sufficient condition for W and Q to be

Ji Jo
identified is that rank R O = n? + p?, where J = [ Ji Jo ] is defined
0 S

below.

10



Proof: Equation (10) can be expressed as

A (D’)71MD—1A3F1+A;, (D')ilMD_lAl = 0 (24)
A, (D’)AMD*lc -0 (25)
A (D')_lMHl = 0. (26)

Because D has full rank, equation (26) and equation (8) imply that M is rank deficient
with rank(M) = rank(H;) — rank(As) < n —p. If H; has full rank then clearly
each column of M is subject to p restrictions and n x p elements in M are identified.

Vectorizing equation (26) yields
[H&@A;’ (D’> 1} vec (M) = vec(0). (27)
At the same time, vectorizing equation (8) and rearranging gives
[I -0 (Hll ® Hll)} vec (M) = vec(W) + 3 (Fll ® F’1> vec (Q)-. (28)

Finally, vec(W) and vec(Q) are subject to the following linear inhomogeneous re-

strictions

[R] vec(W)

I
]

(29)
[Slvec(Q) = s, (30)

where equations (29) and (30) include the restrictions implied by the fact that W
and Q are symmetric, and the normalization restriction stemming from the condition
that tr(W) = 1.

Equation (28) can be rewritten as

/ / -1 ’ ’ vec(W
wn — s ()] (1 pfsion) |[9)] o
and combined with equation (27) to produce
-1
’ I 1 ’ ’ ’ i vec(W

H; ® A32D 1] I-p (H1 & H1) I 5 (F1 ® F1) vec((Q)) = 7)2‘30(20) ,
(mpxn?) (n?2xn?) (n2x(n2+p2?)) ((n24p2)x1) ((n2+p%)x1)

(32)

11



or in obvious notation as

] [ 7;‘:;((3)) ] — vee(0), (33)

where J has dimensions np x (n?+p?). Partitioning J into [J] = [ J1 J2 |,
conformable with vec(W) and vec(Q), combining equation (33) with equations (29)
and (30) yields

J Jo vec(0)
vec(W) | .
f){ g [ vec(Q) } N . ' (34)

Given equation (34), a necessary condition for identification is that r+s > n%+p?—np,

Ji Js
while a sufficient condition for identification is that rank P 0 =n? +p2.
0 K

As should be clear, proposition four extracts information from the policy rule
feedback coefficients, F1, and uses this information to identify elements in the W
and Q matrices. There are np feedback parameters in F; and consequently at most
np elements in W and Q can be identified from F;. Therefore, the order condition
for identification can be restated more intuitively as saying that the number of free,
or unconstrained, elements in W and Q must not exceed the number of feedback
parameters in Fy (i.e., n? +p? —r — s < np).

Finally, it is important to note that the identification conditions derived above do
not utilize information contained in Fy or Hy, although equations (9) and (14) show
that Fo and Hs are informative of Ag and As. We deliberately did not use Fo and
H,, for identification because it allows us to derive conditions that also apply in the
case where private agents form expectations using period t — 1, rather than period t,
information. Where expectations are formed using period t—1 information, equations
(10) and (13) remain unchanged, but Fo = 0 and Hy = I. As a consequence, the
identification conditions derived above are unaffected by whether private agents form

their expectations using period t or period t — 1 information.

4 Estimating the System

The previous section derived necessary and sufficient conditions for the parameters

in the structural model — including the policy regime parameters — to be identified.

12



In this section we assume that these conditions hold and show how the structural
parameters, including the policy regime parameters, can be estimated. The approach
we present involves estimating jointly all of the structural parameters in the system
using FIML while imposing fully the cross-equation restrictions dictated by rational
expectations and time-consistent policy.

The solution to the central bank’s optimization problem yields first-order condi-
tions that embed the central bank’s policy objective parameters together with para-
meters from the economic environment in which policy is set. Solving these first-order
conditions jointly with the optimization constraints generates decision rules for the
agents in the economy — typically households, firms, and the central bank — and
transition equations governing how the state variables evolve over time. Recovering
information about the central bank’s objective function then reduces to the prob-
lem of extracting information about policy from these decision rules and transition
equations. Provided the relevant policy objective function parameters are identified,
econometric techniques can, in principle, be applied to these equilibrium relationships
to estimate the underlying policy regime parameters. Once the policy regime para-
meters have been estimated statistical tests can be performed on these parameters to
determine whether the policy regime in operation has changed over time or whether
policymakers seek to smooth interest rates.

To place the model in a form suitable for estimation some additional notation is
necessary. Each endogenous variable in z; is of one of two types: a stochastic endoge-
nous variables, z$, or an endogenous variable defined by an identity, zi. Without loss
of generality, assume that the elements in z; have been ordered so that z; = [ Zg }

With this variable ordering, equations (6) is

z h® H;, Hy, z 4 Hy, u
[ zi ] [ h! ] [ Hie Hig } { Zi_y Hoy, 0 (35)
and the policy rule (equation, 7) can be written as

Xi = f+ Flaz;l + Flbzifl + Fgauf. (36)

4 An alternative approach is to estimate the first-order conditions and the optimization constraints
directly. However, working with the first order conditions is unsatisfactory because obtaining es-
timable first-order conditions requires arbitrarily restricting the central bank to have a finite — and
typically short — policy horizon (see Favero and Rovelli, 2003, for an application of this approach).

13



Let G be an ns x ngs matrix, determined below, and apply it to equation (36) as

follows
x = f4+Fz | +Fpz | +Fouul + Gz — Gz (37)
x; = f+Fz) | +Fpzi | +Foul + Gz}
—G (h® + Hiuz{_; + Hypzi_| + Hyou}) (38)

x; = (f—Gh®)+ (Fiu — GHy,)z}  + (Fi, — GHy)zl_,
+ (Fga — GHga) uf + GZ?, (39)

then, provided Hy, has full rank,” G is uniquely determined as the solution to Fo, —

GHa, = 0 and equation (39) becomes
x; = (f — Gh®) 4 (F1, — GHy,) z} | + (F1, — GHy) 7l | + Gzg. (40)

Having eliminated the structural disturbances from the policy reaction function
we now introduce an ng x 1 disturbance vector, v, to the policy rule. This disturbance
term represents measurement error and is motivated on the realistic and standard
assumption that the econometrician estimating the system possesses less information
than the policymaker (Hansen and Sargent, 1980). This disturbance term prevents
a stochastic singularity from arising during estimation, facilitating estimation with
likelihood-based methods.

Now, recall that the optimization constraints are as follows

Aoz = a+ A1z 1+ AsEzi 1 + Asxy + 1y (41)
Agzy, = a+ Az, 1+ AsH1z2i + Asxy + uy (42)
(Ao — A2H1) zZy = (a + Agh) + A1Zt71 + A3Xt + Ug. (43)

Partitioning z; as earlier and defining Bo= Ay — AsH,b=a+ Ash,B; = A4, and

5Tf Hy, is rank deficient, i.e., if rank (Ha,) = g < ns, then not all stochastic endogenous variables
need to be included in equation (37) in order to eliminate the shocks from the policy rule. In this
situation, multiple G matrices exists that annihilate the disturbance terms. While any G matrix
that satisfies F2, — GHa, = 0 can, in principle, be used, in practice it is desirable to choose G such
that its top ms — g rows (say) equal zero, and to use a G matrix with this form during all iterations
of the FIML estimation.

14



B3 = A3, equation (43) can be written as
EaIFIREIR A IEN
Boc Bod zi b Bic Bia | | 7
B3a uf
+[B3b][xls]+[0}. (44)

Combining equation (40) with equation (44) gives

Bou. —Bs. B zi b?
-G I 0 x; | = | f— Gh®
Boc —Bs Boa z; b’
B, 0 By Z; 4 uj
+ Fla — GHla 0 Flb — GHlb Xt—1 + Vi . (45)
Blc 0 Bld Zf;_l 0

The next step is to substitute z¢ from the system, producing equations for z; and x;
that depend only on predetermined, observable, variables, i.e.,

By, — Bo,Bg,Bo. BBy By —Bsa | [ 28 | _ [ b® — BeBy, b’
-G I Xt f — Gh°®

—1 —1
n [ Bi, — BeeBj; Bic 0 } { Z;_4q ] n [ B1, — BoBy; B1a ] [Zi—l] n [ uj ] .

Fia — GHiq 0 || xi—1 F1p — GHyy Vi
(46)
More compactly, equation (46) can be written as
Coy: = ¢+ Cryr 1+ Cozj_; + €, (47)

where y; = { )Zj ] , € = { l‘f } , and the definitions of Cy, ¢, C;, and Cs are straight-
forward.

The model is now in a form to which likelihood-based estimation methods can
be applied. Let 8 = {Ag,a,A1,A2, A3, W,Q,X,Z} and assume that the initial
conditions y; are fixed, so that P (y1/{z{}]; 6, ®) is a proportionality constant, then

the joint probability density function (PDF) for the data can be written as

P ({y:}1 {zi}1:6,®) o< P ({ye}3 {zi}1,y1;0,®), (48)

where T is the sample size, including initial conditions. Next postulate that €;|{y;_1, zz}’i ~

N(0,®) V t, then, from equation (47), the joint PDF for {y;}{ conditional on {z}}¥
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gives rise to a concentrated log-likelihood function that can be expressed as

(ns +p) (T - 1)

InLc (0; {yi} {zi}1) o — 5 [1+1In2m)] + (T — 1) In|Co|
_—(”52”) In|%(6) . (49)
where . y
$(0) = % (50)

The structural parameters, 6, can be estimated by maximizing equation (49) with an
estimate of ® then recovered from equation (50). To perform inference, the variance-

covariance matrix for @ can be constructed from inverting the Fisher-Information
. 821In L. (6; T|{ziVT
matrix, H(0) = —F { 0 Lo(0:Ly } 1{zi3Y)

9000’

T t(g-fv.1t Zi\T nLt(9:{y.1t 21T
estimator, G(O) —E [Z (81nLc(07{yajo}t—1{ t}l)al Lc(oy{ba’;}lt_ﬂ{ 31 )>:|7 or from the
t=2

robust-sandwich estimator (White, 1982), Var(0) = [H(0)] ! [G(0)] [H(8)] "}, where
H(0) and G(0) are evaluated at 6 in each case.

], from the BHHH outer-product variance

5 US Monetary Policy Objectives

The model that we examine is a relatively simple business-cycle model with optimizing
households and firms. We will use this model to investigate whether a monetary
policy regime change occurred in the early 1980s and, if it did, to try to characterize
the nature of the change in terms of policy preferences and targets. We will also
formally test the null hypothesis that the US Federal Reserve does not smooth interest
rates, basing the test on the policy preferences parameters rather than on the feedback
parameters in a policy rule. However, before the model can be estimated and before
any hypothesis tests can be performed, the structural parameters must be identified.
Consequently, after presenting the model, we apply the conditions from in section 3
to show that the model is identified, then we take the model to the data and estimate

the underlying monetary policy regime.

5.1 The Model

The model is derived in Appendix A. Briefly, however, households choose consump-

tion, leisure, and their balances of nominal money and bonds to maximize their utility
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function, which exhibits internal habit formation in consumption. Firms are mo-
nopolistically competitive, hiring labor in a perfectly competitive market to produce
their differentiated product. Prices are not perfectly flexible.  Following Calvo
(1983), each period a fixed proportion of firms re-optimize their price; firms that do
not re-optimize are assumed to index their output price to last period’s inflation rate

(Christiano, Eichenbaum, and Evans, 2001). In log-linearized form, the model is

N B v(o—1) N N 1 ~
EiAci1 = et 1B (07— 1= [Act + BEAcyio + To=1) 1)Et (%t 7Tt+1>:| ®h
= a1 Ac + Ba1 EyAciia + as By (/i\t — ﬁtﬂ) + gt (52)
~ 1 B ~ (1_6517) (1_§p)A
= — A+ EBRa+ o, 53
Tt 1+/67Tt 1 1+/6 tTt+1 (1"‘/6) gp Ct Ut ( )

where ¢; is consumption, 7; is the nominal interest rate, 7; is inflation, g; is a household

“27, for a generic

preference shock, and w; is a transitory supply shock. As earlier,
variable z, denotes a deviation from target. Turning to the model’s parameters, 3
(0 < B < 1) is the discount factor, v (0 < v < 1) is the internal habit formation
parameter, % (0 > 0) measures the curvature of the utility function with respect
to consumption and is the intertemporal elasticity of substitution when v = 0, and
§p (0 < &, < 1) is the Calvo-pricing parameter (1 — ¢, is the proportion of firms
that re-optimize their price each period). Using the fact that 7 = 7 — 7* and

~

it =iy — p* — 7", equations (52) and (53) become

¢ = pi1G1+peEici +p3Eiciie — pa(ic — Eymer — p°) —psge (54)
T = peMi—1 + prEyTi1 + pscy + uy, (55)
17
where p1 = {H-,p2 = (Tiall),m = (1—p1—p2),pa = 72,05 = T5a7,P6 =
ﬁ, pr = (1 —pg), and pg = @*?&7%2}:@ In equation (54), p* can be interpreted

as the equilibrium real interest rate (Laubach and Williams, 2003). The shocks, g;

and ug, are independent, zero-mean, finite-variance, white-noise processes.

5.2 Identification

The first point to note is that the identification conditions developed in section 3
apply to the parameters p; — ps, rather than to v,0,§,, and § directly. However,

once (3 is specified (we do not attempt to estimate this parameter), &, is identified
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_ [148+Q48)ps] _ A/ [148+(1+B)ps]’—48
23 23

from pg through the expression &, , where the

negative root of the quadratic is the relevant root because the model requires that

ps = 0 when £, = 0. In addition, a; and ay are uniquely identified from p; and p4

yuh
1—p1

P4
1-p1

), and once a; and ag are known values for 7 and o can

1— \/(a —1)2—4p8(a1—a2)a ..
2ﬂ(a1(12a2) + = 2ﬂ(a1—a23 2)2L where the positive

root is relevant because the model implies that a; = 0 when y =0, and 0 =1+ %

(a1 = and ay =

be recovered. Specifically, v =

Our task in this section, then, is to identify p1, p4, ps, and p*, which parameterize the
optimization constraints, and \,v, and 7*, which parameterize the policy objective

function®

oo
Loss (t,00) = E; Zﬁj {(wtﬂ- — )% + Xeiy i+ v (Aigy)?, (56)

j=0
where A\,v > 0. To determine whether these structural parameters are identified
we apply propositions one-through-four from section 3, focusing on the order (nec-
essary) conditions because they are more readily verifiable than the rank (sufficient)
conditions. Because we observe the system’s reduced form, we know h and H; in

the recursive equilibrium law of motion

z; = h+Hyz;_1 + Houy, (57)
and f and F; in the policy rule

x¢ =f+ Fi1z:1 + Foug. (58)

The nature of the time-consistent solution is such that z; is covariance stationary,
which requires that the spectral radius of H; be less than one. Because H; does not
have any eigenvalues on the unit sphere, [I — H;| # 0, and hence from proposition
one 7 is identified from Z = (I — H;) ' h. Given Z, X is identified from X = f + FZ.
Next we use propositions two and three to identify Ag, A1, A3, and Ags, from which
a is also identified, then we use proposition four to identify W and Q.

Writing equations (54) and (55) in matrix form (Agz; = a+ A1z, 1+ A Bz 1+

%Note that our empirical results do not impose the restriction tr (W) = 1. Instead, following the
custom in the monetary policy rules literature, we normalize the weight on inflation to unity and
express the remaining weights relative to that on inflation. The discount factor, (3, is set to 0.99.
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Asx; + us) we have

~

1 0 0 00 ct pap* -p1 0 0 0 O Cr—1
-ps 1 0 0 O e 0 0 p¢ 0 0 O Ti—1
0 0100 Cii1 | = 0 + 0O 0 00 O C
0 0010 Ay 0 0O 0 0 0 -1 Ay
0 0 001 i 0 0O 0 00 O Ti—1
p2 pa p3 0 0O Cry1 —P4 —Ps59t
0 p7 0 0 0 Tt+4+1 0 Ut
+1 1 0 0 0 O |E:| Cyo + 0 [ie] + 0 , (59)
0O 0 0 0O Adgyq 1 0
0O 0 0 0O Q41 1 0

where it is to the first two equations in this system that we direct our attention.”

Considering the consumption equation first, the matrices C = A; + A3zF1, Ag, and

8 Thus, in terms of proposition two,

A, are collectively subject to 10 restrictions.
r = 10, which satisfies the requirement that » > 2n (n = 5), and hence the order
condition from proposition two holds. Similarly, for the Phillips curve the matrices
C=A; + A3F;, Ap, and A are collectively subject to 11 restrictions (r = 11),°
which is again greater than or equal to 2n, implying that the order condition of
proposition two holds. Turning to proposition three, for the consumption equation
there are four exclusion restrictions on A = [ A; Ag | (r = 4) and only one policy
instrument (p = 1). Hence, the order condition r > p is met. Similarly, for the
Phillips curve, there are five exclusion restrictions on A, so the necessary condition
for proposition three to hold is satisfied.

Up to this point we have shown that the order conditions of propositions one -
three hold, from which it follows that the matrices Ag, A;, A,, and A3 are identified
as well as the policy targets, z and X. Equation (5) can now be employed to identify
the intercept vector, a. It only remains to identify the policy preference matrices
W and Q. With the weight on inflation in W normalized to unity, there are only

two free policy preference parameters in W and Q, namely A and v. However, there

"The remaining rows in equation (59) are identities that are automatically identified.

8These restrictions are a normalization restriction and four exclusion restrictions on Ag, the
restrictions that the elements in C associated with ¢; and Ad;—1 equal zero, and two exclusion
restrictions and the restriction that p1 + p2 + p3s = 0 on Aas.

9The restrictions on the Phillips curve are a normalization restriction and three exclusion restric-
tions on Ay, the restrictions that the elements in C associated with ¢; and Az:—1 equal zero, and
three exclusion restrictions and the restriction that pr = 1 — pg on Aa.
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are three non-trivial feedback parameters in F1, those on ¢;_1, 71, and 4;_1, from

which it follows that the order condition in proposition four is met.

5.3 A Comparison of Policy Regimes

Equations (54) and (55), and the policy objective function, equation (56), are esti-
mated over four sample periods. The cross-equation restrictions implied by rational
expectations and those dictated by time-consistent policy are imposed. Within the
objective function that is estimated an inflation stabilization goal is imposed, while
an output stabilization goal, and an interest rate smoothing goal are allowed for. To

estimate the model, ¢; = log (%) x 100, where Y; is real GDP and Y/ is the Con-
t

gressional Budget Office measure of potential output, m; = log ( Pfj 1) x 400, where
P, is the GDP chain-weighted price index, and i; is the annualized quarterly federal
funds rate. The (concentrated) log-likelihood function (equation, 49), is maximized
using the BFGS algorithm and the standard errors for the parameter estimates are
constructed using White’s (1982) robust-sandwich estimator.

We first estimate the model over the full sample, which begins in 1966.Q1, from
when the federal funds rate first traded consistently above the discount rate, and
ends in 2002.Q2. Of course the monetary policy regime in operation may not have
been constant over this entire period. For this reason we also estimate the model
over 1966.Q1 — 1979.Q3, which covers the period prior to Volcker’s appointment to
Federal Reserve chairman, over 1983.Q1 — 2002.Q2, a period during which Volcker
and then Greenspan were Federal Reserve chairmen, but excluding the non-borrowed
reserves targeting episode in the early 1980s, and over 1987.Q3 — 2002.Q2, a period
during which Greenspan has been chairman. We refer to these three sub-samples
as the pre-Volcker period, the Volcker-Greenspan period, and the Greenspan period,
respectively. We do not attempt to estimate the model for the Volcker period because

.1 However, by comparing the model estimates for

the sample length is too shor
the Volcker-Greenspan period with those for the Greenspan period we hope to infer
something about the parameters that prevailed during the Volcker period.

Table 1 presents the estimation results. To interpret the results, note that for

0For the same reason we do not attempt to partition the pre-Volcker period according to the
tenures of Martin, Burns, and Miller.
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the policy preference parameters a “0.00” indicates that the parameter was found to
be constrained at its lower bound. Where parameters are subject to non-negativity

constraints, the significance levels shown in Table 1 are for one-sided hypothesis tests.

Table 1: Structural Model Estimates
Full Sample Pre-Volcker | Volcker-Greenspan | Greenspan

Parameter Est. s.e. Est. s.e. Est. s.e. Est. s.e.
o 2.60"T | 093 | 1.74 |121] 237 1.17 2.34" 1 0.63
v 1.04" | 0.13 | 1.08™ | 0.24 | 1.02ff 0.16 1.02T | 0.21
1 0.06F | 0.04 | 0.127 | 0.09 | 0.02f 0.02 0.03F | 0.01
&, 0.88fT | 0.04 | 0.79"" | 0.14 | 0.81 0.07 0.611T | 0.05
* 416" | 1.03 | 5.921 | 1.01 | 2.4371 0.65 2.38™ | 0.50
A 0.39 | 1.17 | 0.00 - 0.00 - 0.00 —
v 20.92 | 16.44 | 3.43"1 | 234 | 1.95¢ 0.95 2.25% | 1.08
o; 1.68 1.92 0.79 0.74
o 0.39 0.69 0.22 0.29
o2 1.11 1.04 0.29 0.21

InL, -513.97 -205.03 -172.79 -115.80

T Indicates significance at 10% level
! Indicates significance at 5% level
tt Indicates significance at 1% level

Looking first at the policy regime parameters estimated over the full sample, a
likelihood ratio test cannot reject the null hypothesis that A = 0 (p-value = 0.69),
confirming the result from the t-test. For the three sub-samples the non-negativity
constraint on A\ tended to bind during estimation. However, for each sub-sample
conventional t-tests indicate that the interest rate smoothing parameter, v, is signif-
icantly different from zero. Likelihood ratio tests of the null hypothesis that v = 0
are rejected for all four estimation periods.

Turning to the remaining parameters, the estimates of the equilibrium real interest
rate, p*, are plausible and consistent with theory. For the pre-Volcker period, p* is
estimated to be a relatively low 1.74%, reflecting the productivity slowdown and the
slower real GDP growth during that period. Over the Volcker-Greenspan period the
estimate of p* rises to 2.37%, while that for the Greenspan period is 2.34%. Thus, the
equilibrium real interest rate appears to have been relatively stable over 1983.Q1 —
2002.Q2, and to have risen slightly relative to the pre-Volcker period. The estimates
of the habit formation parameter, v, show that this parameter has been stable, and

that it is precisely estimated. When v equals zero the consumption equation collapses
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to the standard time-separable-utility Euler equation, while a value of vy equal to one
implies that households compare current consumption to last period’s consumption
when allocating consumption through time. In theory, v must be between zero and
one to ensure that household utility is increasing in steady-state consumption. While
we estimate 7y to be 1.04 for the full sample, to be 1.08 for the pre-Volcker period,
to be 1.02 for the Volcker-Greenspan period, and to be 1.02 over the Greenspan
period, in each case 7y is insignificantly different from one. More importantly, for
each sample period 7 is significantly different from zero, indicating that the standard
time-seperable-in-consumption utility function provides an inadequate description of
the data.

For all four sample periods, the intertemporal elasticity of substitution is found
to be numerically small, suggesting that households are relatively unwilling to sub-
stitute consumption through time. One possible reason why such small substitution
elasticities are obtained is that the model is estimated on GDP data rather than on
consumption data and that items such as government expenditure, net-exports, and
inventory growth are relatively interest rate insensitive. The estimates of % and 7y in
Table 1 suggest that the intertemporal elasticity of substitution may not have been
constant over time, declining from around 0.04 for the pre-Volcker period to 0.01 for
the Greenspan period. This decline in the intertemporal elasticity of substitution
appears to be driven by a change in the curvature of the utility function, % How-
ever, the intertemporal elasticity of substitution does appear to have been relatively
stable over the Volcker-Greenspan period, with the estimate over that period (0.008)
very similar to that for the Greenspan period only (0.009). Comparisons with other
estimates are complicated by the fact that most other studies do not allow for habit
formation. If we look, instead, at the curvature of the utility function with respect
to consumption (%) — the parameter that other studies typically estimate — then the
estimates that we obtain (0.12 for the pre-Volcker period and 0.03 for the Greenspan
period) are in line with other studies. Rotemberg and Woodford (1997) estimate
% to be 0.16 using output data (see also Campbell and Mankiw, 1989), while Kim
(2000) and Ireland (1997), using consumption data, also get small and imprecisely

estimated values for %

The Calvo-pricing parameter, §,, appears to be stable up to 1987, with very
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similar point estimates obtained for the full sample, and for the pre-Volcker period.
However, it drops to 0.61 for the Greenspan period, indicating that an important
change in £, has occurred, with a shift toward greater price flexibility. In each case
§p is precisely estimated and lies in the interior of its permissible range. For the
pre-Volcker period, &, is estimated to be 0.79, which suggests that about 21 percent
of firms re-optimize their price each quarter, but that most firms simply index their
price to past inflation. For the Greenspan period, the proportion of Calvo-pricing
firms rises to 39 percent, indicating that firms’ pricing decision have become more
sensitive to demand pressure over the more recent sample. Consistent with the
results here, Galf and Gertler (1999) estimate &, to be between 0.81 and 0.92 for the
period 1960.Q1 — 1997.Q4 (see their Tables 1 and 2), while Rotemberg and Woodford
(1997) use a value of 0.66 to examine a data period spanning 1980 — 1995.

The Federal Reserve’s implicit inflation target, 7*, is estimated to be 4.15% over
the full sample, to be 5.92% during the pre-Volcker period, to be 2.43% during the
Volcker-Greenspan period, and to be 2.38% over the Greenspan period. For each
sample period the implicit inflation target is precisely estimated and the change in the
implicit inflation target between the pre-Volcker period and the Volcker-Greenspan
period is significantly different from zero. Furthermore, the change in 7* between
the two sub-samples is consistent with the view that Volcker’s appointment lead to a
sustained effort to bring inflation down. The results suggest that the implicit inflation
target for the Greenspan period is the same as that for the Volcker-Greenspan period.
These estimates of m* are qualitatively consistent with those obtained in previous
studies, despite the fact that those studies have modeled households and firms as
backward-looking agents (Dennis, 2001b; Favero and Rovelli, 2003).!!

As shown above, the estimation results show that an output stabilization goal
is not a significant factor in the Federal Reserve’s objective function. Thus, while
perhaps surprising in light of the literature on flexible inflation targeting (Svensson,
1997), the data do not support the view that the Federal Reserve actively pursues an
output stabilization goal. Although the policy objective function that is estimated

here has not been explicitly derived as a second order approximation of the households

1 The sample periods that Favero and Rovelli (2003) examine are 1961.Q1 — 1979.Q2 and 1980.Q3
—1998.Q2. To obtain their estimates of the implicit inflation target Favero and Rovelli assume that
the equilibrium real interest rate equals the sample average of the ex post real interest rate.
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utility function, it is worthwhile noting that such approximations typically imply that
the relative weight on output stabilization should be small (Amato and Laubach,
2000). While, the finding that the relative weight on output stabilization is small, or
zero, challenges the conventional assumption that policymakers endeavor to stabilize
both output and inflation (without making large policy interventions), it is completely
consistent with the results in other studies. Favero and Rovelli (2003) estimate the
relative weight on output stabilization to be 0.002 and 0.001 for the samples that
they examine (see footnote 12). Similarly, Dennis (2001b) finds that the relative
weight on output stabilization is insignificantly different from zero over both the pre-
Volcker period and the Volcker-Greenspan period.'?  Using calibration, Séderlind,
et al. (2002) and Castelnuovo (2003) show that policy rules generated from policy
regimes in which A\ is small, or zero, are better able to replicate the second moment
properties of US data than are policy regimes in which A is large. Smaller values for A
are more consistent with observed outcomes because, in the data, output’s variability
relative to that for inflation is quite high, whereas even modest values for A\ drive this
variance ratio down. With a forward-looking model, and assuming precommitment
to an optimized Taylor-type rule, Salemi (2001) estimates A to be 0.01.13

The estimates of the relative weight on interest rate smoothing, v, are consistent
with the view that Volcker’s appointment led to a more aggressive and preemptive
policy approach. Lower values of the interest rate smoothing parameter over the
Volcker-Greenspan/Greenspan periods indicate that policymakers were more pre-
pared to make the changes in the federal funds rate that were necessary to offset
shocks, to stabilize inflation, and to bring inflation down. These point estimates are
consistent with the view that the Federal Reserve smooths interest rates, perhaps due
to its financial stability mandate or due to political economy considerations (Good-
hart, 1997), although the importance placed on interest rate smoothing appears to
have diminished over time. Dennis (2001b) obtains qualitatively similar results, but
the estimates here are somewhat smaller than those that Dennis (2001b) obtains.
The simulations in Castelnuovo (2003) suggest that lower estimates of v are to be ex-

pected where private-agents are forward-looking (see also Lansing and Trehan, 2001;

2Dennis (2001b) looks at two sample periods, estimating the parameters in the US Federal Re-
serye’s policy objective function over 1966.Q1 — 1979.QQ3 and over 1982.Q1 — 2000.Q1.
'3Salemi (2001) examines data spanning 1983.Q1 — 2000.Q1.
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Soderlind, et al. 2002) and the estimates here are consistent with that finding.

In characterizing the differences between the pre-Volcker period, the Volcker-
Greenspan period, and the Greenspan period, it is clear that there have been changes
to both the policy regime parameters and to the households’/firms’ behavioral pa-
rameters.  Specifically, the intertemporal elasticity of substitution is found to be
smaller for the Volcker-Greenspan/Greenspan periods than it is for the pre-Volcker
period, and the estimates of the Calvo-pricing parameter reveal greater price flexi-
bility over the Greenspan period than over the pre-Volcker period. Comparing the
Volcker-Greenspan estimates with the Greenspan estimates, it is clear that the only
real difference lies in the value for the Calvo-pricing parameter. Even so, it is not
the case that the differences in the model’s structural parameters over the three sub-
samples necessarily lead to large changes in the reduced form equations for output
and inflation. As a consequence, tests for parameter stability that are based on the
reduced form equations for output and/or inflation may not detect these changes (see
Rudebusch, 2002b).

Looking at the policy regime parameters, the results show that the policy regime
change that occurred in the early 1980s came in the form of a reduction in the
implicit inflation target and in a decline in the relative weight placed on interest
rate smoothing. But, of course, economic outcomes are also affected by the shocks
impacting the economy. In this regard, Table 1 illustrates that the variances of
all three shocks are noticably smaller for the Volcker-Greenspan/Greenspan periods
than they are for pre-Volcker period; the variances of the demand and supply shocks
both more than halve. This finding that the variances of the shocks have declined
over time is consistent with the results in Sims and Zha (2001).

To better illustrate the differences between the pre-Volcker period, the Volcker-
Greenspan period, and the Greenspan period, Figure 1 shows the dynamic responses
to exogenous, one percentage point, shocks to p* and 7* for each of the three periods.
Figures 1A and 1B correspond to the pre-Volcker period, showing the responses of
inflation, the output gap, and the nominal interest rate. The analogous responses for
the Volcker-Greenspan period are shown in Figures 1C and 1D, while those for the
Greenspan period are shown in Figures 1E and 1F. Qualitatively, the responses for

the three periods are similar; the underlying economic theory is of course the same.
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However, quantitatively, the responses are quite different.

Consider, first, the shock to the equilibrium real interest rate from the perspec-
tive of the theoretical model. All else constant, a one percentage point shock to the
equilibrium real interest rate means that the current real interest rate is lower than
the equilibrium real interest rate, giving households an incentive to shift consump-
tion from the future to the present. With a habit formation parameter of about
one, consumers raise their current consumption growth relative to expected future
consumption, thus consumption rises now and consumption growth is expected to
decline over time. The Calvo-pricing firms raise their output prices is response to
the higher demand for their goods, which creates inflation, and the inflation-indexing
firms propagate this inflation through time. With higher aggregate demand and
higher inflation the central bank responds by raising nominal interest rates, thereby
increasing the ex ante real interest rate. However, because of interest rate smooth-
ing, the rise in the ex ante real interest rate is less than the rise in the equilibrium
real interest rate. Consequently, in response to the shock, consumption, inflation,
and the nominal interest rate all rise.

Comparing Figures 1A and 1C, because the intertemporal elasticity of substi-
tution is larger for the pre-Volcker period than for the Volcker-Greenspan period,
consumption responds more in the pre-Volcker period than in the Volcker-Greenspan
period. The Calvo-pricing parameter is essentially the same, thus the greater de-
mand response for the pre-Volcker period also translates into a larger inflation re-
sponse, which in turn necessitates a larger increase in the nominal interest rate in
order to stabilize the economy. As a consequence, even though policymakers place
greater weight on interest rate smoothing during the pre-Volcker period, a larger
policy intervention still takes place. Of course, when measured in terms of the loss
function, the cost of the shock to the equilibrium real interest rate is larger for the
pre-Volcker period than for the Volcker-Greenspan period. Comparing, now, the re-
sponses for the Greenspan period (Figure 1E) with those for the Volcker-Greenspan
period (Figure 1C), the greater price flexibility over the Greenspan period translates

into the economy returning to steady-state more quickly.
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Figure 1A = Pre-Volcker
Response to real interest rate shock

Figure 1B — Pre~Volcker
Response to inflation target shock

(D§ T T T T T T T T T 0
+ o
S Iflation rat o
OS \ nriation rate 0 ‘
o | \ = - Output qap Qo
I | ’\. == Inferest rate 08
oL\, 0,
0% \, ol
+o N oo
Cua \, C
0¢ \ e Uy
0 \ = T=s== 05
- - (.
0o ~- 0,
SR 1 e SR
10 4 8 12 16 n ) 28 3 il 40 [ 4 [ 12 16 0 2% i 3 36 40
Time Time
Figure 1C — Volcker—Greenspan Figure 1D — Volcker—Creenspan
Response to real interest rate shock Response to inflation target shock
LT
Ca| C
08 N 0o
Qg \’\ QE
0 AN Ve
03 BN 08
ool \ A gé
+a . +
cotd S Co
0 \ \’\.\. 02
08 S 01
T C
0y == Vo
1 SRS o
10 4 8 12 16 n % 28 3 36 40 [ 4 [ 12 16 0 2% 28 3 36 40
Time Time
Fiqure 1E ~ Greenspan Figure 1F — Greenspan
Response to real interest rate shock Response to inflation target shock
(Dg U]§ T T T T T T T T T
+° . o]
S\ L
05\ 01
o} . Qo
| A\
05 K 0
o \. ot
O¢ \ o°
+ 2 . +
ce \\ Cy
04 . 0°
ne \ Ne 01
Lo\ N .
0 S-S~ — Do
115 o S e
| |

Time

Figure 1: Impulse Response Functions

Looking now at the responses to the inflation target shock, in terms of the the-
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oretical model a rise in the implicit inflation target will create an environment in
which current inflation is below the target, leading policymakers to cut interest rates.
Thus, the theoretical model implies that nominal interest rates should decline, that
a positive output gap will open up, and that the resulting rise in demand will lead
to an increase in inflation. With the parameter estimates in Table 1, the responses
of inflation for the pre-Volcker period (Figure 1B) and for the Greenspan period
(Figure 1F) are roughly the same. However, for the pre-Volcker period inflation
is responding to a larger output gap (due to the larger intertemporal elasticity of
substitution) while for the Greenspan period inflation is more sensitive to demand
pressure (due to greater price flexibility). Because the inflation responses are similar
and output stabilization does not enter the policy objective function, the interest rate
responses during the pre-Volcker period and the Greenspan period are also similar.
The Volcker-Greenspan period shares the low intertemporal elasticity of substitution
of the Greenspan period and the low price flexibility of the pre-Volcker period, which
leads to lower responses in output and inflation. Nevertheless, the interest rate re-
sponse is larger for the Volcker-Greenspan period than that for the pre-Volcker period

because policymakers place less weight on interest rate smoothing.

6 Conclusion

This paper argues that it is more important and more informative to estimate a cen-
tral bank’s policy objective function than it is to estimate its policy reaction function.
The problem with estimating policy reaction functions is that they are reduced-form
equation whose coefficients are convolutions of the policymaker’s targets and prefer-
ences and other model parameters. To estimate the parameters in a policymaker’s
objective function it is necessary to explicitly setup and solve the policymaker’s op-
timization problem and to relate the solution to this optimization problem to the
economy’s evolution through time. Of course, before the parameters in the policy
objective function can be estimated they must first be identified. Recognizing that
identification is important, this paper derives necessary and sufficient conditions for
the parameters in the optimization constraints to be identified, and given that these
optimization constraints are identified, the properties of the time-consistent equilib-

rium are utilized to identify the parameters in the central bank’s objective function.
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To estimate the policy preference parameters a maximum-likelihood-based approach
that estimates jointly the policy constraints and the policy objective function is pre-
sented.

In addition to these theoretical contributions, the paper looks at monetary policy
in the US, examining whether the Federal Reserve actively smooths interest rates and
whether a policy regime change took place with Volcker’s appointment to Federal
Reserve chairman. While both of these questions have been explored previously
by looking at the characteristics of estimated reduced-form policy rules, here the
emphasis is upon the Federal Reserve’s objective function and upon the economic
structure that constrains the Federal Reserve’s decision-making process. To address
these questions, the paper sets up an optimization-based sticky-price New Keynesian
model of the US economy and shows that the model’s parameters are identified. The
model is then estimated and the underlying monetary policy regime is recovered.

The results show that interest rate smoothing is an important feature in the Fed-
eral Reserve’s objective function. At the same time, the relative weight placed on
interest rate smoothing has not been constant over time. When Volcker was ap-
pointed Federal Reserve chairman the relative weight placed on interest rate smooth-
ing declined, reflecting the more preemptive and activist policy approach that Vol-
cker pursued. The relative weight assigned to interest rate smoothing during the
Greenspan period is also smaller than that during the pre-Volcker period. The pol-
icy regime change that occurred with Volcker’s appointment came not only in the
form of a lower weight on interest rate smoothing, but also in the form of a much
lower implicit inflation target.

The finding that a policy regime change occurred around the time Volcker was
appointed Federal Reserve chairman is consistent with empirical studies that find
that the parameters in estimated policy rules changed around this time. But, im-
portantly, the approach taken in this paper quantifies this regime change in terms of
changes to the Federal Reserve’s objective function. In addition, this paper shows
that behavioral parameters, such as the Calvo-pricing parameter, have not been con-
stant over time. Specifically, there appears to be greater price flexibility during the
Greenspan period than during the pre-Volcker period. There is also some evidence

to suggest that the intertemporal elasticity of substitution has declined over time.
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Although changes to the household/firm behavioral parameters influence the feed-
back parameters in estimated policy rules, their influence is overlooked when such
rules are interpreted. The estimation results also reveal that an output stabilization
objective does not enter significantly into the Federal Reserve’s policy objective func-
tion. While this finding may seem surprising it is consistent with previous studies,
and consistent with the implications of second-order welfare approximations.
Although the model that is estimated in this paper is in some ways quite sim-
plistic, the results are interpretable, plausible, and are in a form that allows us to
explicitly test hypothesis that cannot be tested using estimated policy rules. Nev-
ertheless, it would be desirable to extend the model along a number of dimensions.
In particular, we have omitted capital accumulation, a potentially important source
of endogenous dynamics, and we have not attempted to realistically model the labor
market. Furthermore, we have assumed that any changes to the implicit inflation tar-
get are discrete rather than allowing the inflation target to evolve over time according
to some stochastic process. Addressing these modeling issues is left for future work.
A further question to be examined is how the assumption that monetary policy is set

with discretion, rather than with precommitment, affects the estimation results.

7 Appendix - Model Derivation

The economy is populated with a constant number of households who live forever
and have identical preferences over consumption, real money balances, and leisure.
The representative household maximizes the utility function

1-0
S ) (Mt+j)1_a -0
Piyj N

U (t,00) = E; Zﬁj exp (gi+5) (

Cij—
: 1—0o * 11—« 1—-0|’ (60)
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where 0 < 3 < 1, subject to the intertemporal budget constraint
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This utility function exhibits internal habit formation in consumption. In equations
(60) and (61), C; represents aggregate consumption, M; represents nominal money
balances that are carried into period ¢, P, denotes the price level, l; represents leisure,
B; denotes nominal bond holdings at the beginning of period ¢, and II; combines
together the lump-sum dividend payment that firms make to households and any
lump-sum transfers from the government. The preference shock, ¢, is assumed to
be a white noise process. The central bank chooses the level of the nominal interest
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rate, I;, supplies households with whatever level of nominal money balances they
demand, and remits any seignorage revenues to the government, which pays them
out to households in the form of lump-sum transfers.

From the Lagrangian for the household’s optimization problem, the first order
conditions are

g_i = '+ %At =0
azefil = PE <1‘]f:++11>a Pjﬂ + BE, @E) _ %i _0
32511 = B(1+1L)E @éi) _ %ﬁ o,
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and the transversality conditions are lim 3’ A;y; 57 = 0 and lim 37 Ay
j—o0 t+J j—o0

Here L is the value of the Lagrangian and ); is the Lagrange multiplier on the
intertemporal budget constraint. Equations (65) and (62) rearrange to

N = BE [Am <Lft>] (66)
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where 7; is the period t inflation rate, i.e., the percent change in the price level
between P; and P;—;. Log-linearizing these two Euler equations about the economy’s
nonstochastic steady-state, gives

N = B+ — Eiften (68)
M= g—[o+yB(oy—1=7)]a+y(c—-1)c1+v8(0c—1) B, (69)

Taking a forward-difference of equation (69) and substituting in equation (68) pro-
duces equation (51) in section 5.1.

On the supply side, we follow Christiano, Eichenbaum, and Evans (2001), but
simplify the model to exclude capital accumulation. Goods are produced by monop-
olistically competitive firms. A final goods producer takes the firms’ outputs and
bundles them into a single consumption good that is sold to households in a perfectly
competitive market. As is widely known, the solution to the final goods producers’

. i\ —& .
optimization problem yields y; = Y; (%) , where y; is the demand for the i’th firms

e—1

output, where Y; = [_fol (y,?) e }5_1 is a Dixit-Stiglitz aggregate of firms’ outputs,
where P} is the price for the i'th firms’ good, and where the aggregate price level is

1
given by P, = Uol (Ptz )1_8} ' The elasticity of substitution, ¢, is assumed to be

greater than one. From the resource constraint C; = Y;.
Following Calvo (1983), each period a fixed percentage of firms, 1—¢,, are able to
re-optimize their output price while all remaining firms are assumed to simply index
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their price change to last period’s inflation rate. All firms hire labor in a perfectly
competitive market, while those firms that can reset their price level also choose their
output price to maximize their expected net worth. With these assumptions, the
optimization problem facing a firm that can re-optimize its price is

. —&
B’ /\t+]+1 P ter] ; B tzﬂ'
max Etz 1—§p [ P siﬂ- Py Yy ?ﬂ ) (70)

P 53 At

where st is the i’th firm’s real marginal costs in period t. All profits are returned to
households in the form of a lump-sum dividend payment. Christiano, Eichenbaum,
and Evans (2001) show that with inflation indexation the solution to the intermediate-
goods-producing firm’s leads to the following Phillips curve

~ 1 B (1-88) (1-¢,)
7Tt—1+67ft 1+1+6Et t+1 + 1+p)E, St, (71)
which can be written in terms of the output gap as
N 1 1-— 1-— R
=7 1+7 M1+ 1 fﬂEt Tp41 + ( (ffj)ﬁ() 3 %) (0 —0)c. (72)

In the absence of inflation indexation, the relevant Phillips curve is (see Gali and

Gertler, 1999)

1-— 1-

(=) (1-6) o

$p
To arrive at equation (53) in section 5, we append a disturbance term, w, to

equation (72) and assume that o — 0 = 1. In the absence of some assumption
regarding 6, neither 6 nor ¢, are identified, but this assumption does not affect the
estimated values of any other model parameters.

Ty = 6EﬁT\t+1 + (73)
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