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Abstract

We study how real exchange rate dynamics are affected by monetary policy in dynamic,

stochastic, general equilibrium, sticky-price models. Our analytical and quantitative re-

sults show that the source of interest rate persistence — policy inertia or persistent policy

shocks — is key. In the presence of persistent monetary shocks, increasing policy inertia

may decrease real exchange rate persistence, hampering the ability of sticky-price models

to generate persistent real exchange rate deviations from parity.
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1 Introduction

The open economy macroeconomics literature has struggled to develop models that can replicate

the empirical evidence of high persistence and volatility of real exchange rate (RER) fluctuations

in response to shocks — in particular, to monetary shocks. This difficulty came to be known

as the Purchasing Power Parity (PPP) puzzle, as put forth by Rogoff (1996). Within this

literature, Engel (2012) and Benigno (2004) highlight the interaction between monetary policy

and price stickiness. In a standard one-sector sticky-price model, they find that price stickiness

only matters for real exchange rate persistence when monetary policy features policy inertia.1

In that context, if the degree of policy inertia is strong enough (i.e., the smoothing component

of the interest rate rule followed by the monetary authority is large), the model can generate

some persistence in the dynamic response of the real exchange rate to monetary policy shocks

that are serially uncorrelated.

The empirical macroeconomics literature, however, shows an ongoing debate about the

source of interest rate persistence observed in the data. For example, Rudebusch (2002) pro-

vides evidence that it arises mainly from persistent monetary shocks, whereas Coibion and

Gorodnichenko (2012) point to policy inertia as the main source of interest rate persistence.

Both papers provide some evidence that monetary policy rules likely feature both sources of

persistence.

In this paper we study the extent to which the modeling choice for the source interest rate

persistence matters for real exchange rate dynamics in sticky-price DSGE models. To do so,

we study versions of the two-country multisector model of Carvalho and Nechio (2011) with

different specifications of the monetary policy rule. That model produces empirically plausible

real exchange rate dynamics in response to nominal aggregate demand disturbances. We drop

the assumption of an exogenous nominal aggregate demand process in favor of explicit monetary

policy rules. In particular, we use a standard Taylor (1993) rule, and allow for persistent

policy shocks and/or policy inertia (interest rate smoothing) as possible sources of interest rate

persistence. Whereas the model of Carvalho and Nechio (2011) features heterogeneity in the

degree of price stickiness across sectors, to relate our findings to Engel (2012) and Benigno

(2004), we also entertain one-sector versions of the model, in which the degree of price rigidity

is the same for all firms.

We find that the source of interest rate persistence — policy inertia or persistent policy

1Benigno (2004) studies a one-sector model in which he allows the frequency of price changes for exporting
goods to differ from the frequency for domestic price setting. He also allows for an asymmetry in the frequency
of price changes across countries. He shows that when this heterogeneity leads to different frequencies of price
changes within a same country (due to differences in frequencies for varieties produced by local versus foreign
firms), the real exchange rate becomes more persistent.
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shocks — matters a great deal. Quantitatively, persistent policy shocks go a long way in

generating real exchange rate persistence. When the model features heterogeneity in frequency

of price adjustment, a calibration that matches the U.S. distribution of price stickiness is able

to match the empirical properties of the RER impulse response function. In contrast, policy

inertia leads the model to produce low levels of real exchange rate persistence. In fact, if the

policy rule followed by the monetary authorities has too strong an interest rate smoothing

component, even the multisector sticky-price model fails to generate meaningful real exchange

rate persistence in response to monetary shocks.

Note that, while our finding that policy inertia hampers the ability of the model to generate

RER persistence may seem to contradict the results in Engel (2012) and Benigno (2004), this is

not the case. Consistent with those papers, in response to i.i.d. policy shocks, we find that real

exchange rate persistence is increasing in the degree of policy inertia. Likewise, absent policy

inertia, RER persistence increases with the degree of (positive) autocorrelation of monetary

shocks. These results hold for both multisector and one-sector versions of our model.

When both policy inertia and persistent monetary shocks are present, however, the compar-

ative statics results become richer. If the degree of (positive) serial autocorrelation of monetary

shocks is not too high, RER persistence continues to increase with the degree of policy inertia.

Hence, the findings of Engel (2012) and Benigno (2004) extend to the case of not-too-persistent

monetary policy shocks. However, this ceases to be true when monetary shocks are persistent

enough. In that case, introducing policy inertia decreases RER persistence. We show these

results analytically in a simplified one-sector model, and confirm that they continue to hold in

our calibrated multisector and one-sector economies.

Intuitively, the source of interest rate persistence affects the endogenous response of the

main model variables and, therefore, it affects the persistence of the real exchange rate re-

sponse to monetary shocks. This holds in both one-sector and multisector economies. In a

multisector economy, the dynamics of the real exchange rate also depend on the distribution

of price stickiness. Analytically, in a two-sector economy, we show that the dynamics of the

real exchange rate depend on relative sectoral prices. In this two-sector economy, relative sec-

toral prices determine the ability of the multisector economy to yield a hump-shaped impulse

response functions, which is key to matching the empirical evidence of persistent deviations of

RER from parity in response to monetary shocks (Cheung and Lai, 2000, Steinsson, 2008, and

Iversen and Söderström, 2014).

Although we focus our analysis on open economy models, our lessons are not limited to this

context. As highlighted by Engel (2012), the lessons apply to some closed-economy models that

are isomorphic to their open-economy versions. Moreover, lessons from open-economy models
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such as the ones we analyze are likely to hold approximately in their closed-economy versions

whenever the degree of home bias in consumption is large enough. In those cases, the effects

of different monetary policy rules should show up in the dynamics of real variables such as

consumption and output. Overall, our results on the different effects of alternative choices for

the source of interest rate persistence in the model highlight the importance of the empirical

debate on this issue (e.g. Rudebusch, 2002, and Coibion and Gorodnichenko, 2012).

Finally, besides the connection with Benigno (2004) and Engel (2012), our paper is related

more broadly to the literature that uses dynamic sticky-price models to study the persistence of

real exchange rates, such as, among others, Bergin and Feenstra (2001), Kollmann (2001), Chari,

Kehoe and McGrattan (2002), Steinsson (2008), Johri and Lahiri (2008), Mart́ınez-Garćıa and

Søndergaard (2013), and Iversen and Söderström (2014).

In Section 2 we present the model, details of the calibration, and a quantitative analysis of

the effects of different monetary policy rules on RER dynamics. Section 3 derives analytical

results for a simplified version of the model, which show that RER persistence may decrease

in the presence of policy inertia. We follow with a discussion of the mechanisms behind our

findings. The last section concludes.

2 The model

Rogoff (1996) detailed the challenges faced by the theoretical literature in trying to match

features of the response of RERs to monetary shocks. In particular, standard (one-sector)

New Keynesian models have a hard time replicating the large persistence (and volatility) of

real exchange rates in response to monetary shocks. Within this literature, Engel (2012) and

Benigno (2004) use a standard (one-sector) New Keynesian model and show that the interaction

between monetary policy and price stickiness matters for the dynamics of the real exchange

rate when monetary policy features policy inertia. Engel (2012) and Benigno (2004)’s results,

however, corroborate those of Rogoff (1996) in that they also find that the model-implied real

exchange rate persistence (in response to monetary shock) falls short of matching the empirical

evidence.

Carvalho and Nechio (2011), on the other hand, argue that a multisector two-country New

Keynesian economy (calibrated to match the U.S. distribution of price stickiness) goes a long

way toward replicating the dynamic features of the RER response monetary shocks. The

authors, however, focus on a model that leaves the monetary policy rule implicit by setting an

exogenous specification for nominal demand.

In what follows, we bridge the gap between the contributions of Engel (2012), Benigno
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(2004) and Carvalho and Nechio (2011) by departing from the latter multisector model while

considering, instead, alternative specifications for the policy rule. We then use the quantita-

tive analysis as a guideline for the subsequent discussion about how the source of monetary

persistence matters in these models.

For brevity, we provide some key ingredients of the multisector model of Carvalho and

Nechio (2011). We depart from their model by introducing an explicit monetary policy rule in

place of an exogenous specification for nominal demand. For additional details on the model,

we refer the reader to their paper.

The world economy consists of two symmetric countries, Home and Foreign. In each country,

identical consumers supply labor to intermediate firms that they own, invest in a complete set

of state-contingent financial claims, and consume a nontraded final good. The latter goods

are produced by competitive firms that combine intermediate varieties produced in the two

countries. In turn, these varieties are produced by monopolistically competitive firms that are

divided into sectors that differ in their frequency of price changes, which is the only (ex-ante)

source of heterogeneity in the model. Intermediate firms can price-discriminate across countries

and set prices in local currency.

The Home representative consumer chooses consumption of the final good, Ct, and total

labor supply Nt, to maximize:

E0

∞∑
t=0

βt
(
C1−σ
t − 1

1− σ
− N1+γ

t

1 + γ

)
,

subject to the flow budget constraint:

PtCt + Et [Θt,t+1Bt+1] ≤ WtNt +Bt + Tt,

and a standard “no-Ponzi” condition. Θt,l ≡
∏l

l′=t+1 Θl′−1,l′ , Et denotes the time-t expectations

operator, Wt is the corresponding nominal wage rate, and Tt stands for net transfers from the

government plus profits from Home intermediate firms. The final good sells at the nominal price

Pt, and Bt+1 accounts for the state-contingent value of the portfolio of financial securities held

by the consumer at the beginning of t+1. Under complete financial markets, agents can choose

the value of Bt+1 for each possible state of the world at all times. A no-arbitrage condition

requires the existence of a nominal stochastic discount factor Θt,t+1 that prices, in period t,

any financial asset portfolio with state-contingent payoff Bt+1 at the beginning of period t+ 1.2

Finally, β is the time-discount factor, σ−1 denotes the intertemporal elasticity of substitution,

2To avoid cluttering the notation, we omit explicit reference to the different states of nature.
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and γ−1 is the Frisch elasticity of labor supply.

The Foreign consumer solves an analogous problem and maximizes:

E0

∞∑
t=0

βt
(
C∗1−σt − 1

1− σ
− N∗1+γ

t

1 + γ

)
,

s.t. P ∗t C
∗
t + Et

[
Θ∗t,t+1

B∗t+1

Et

]
≤ W ∗

t N
∗
t +

B∗t
Et

+ T ∗t ,

and a “no-Ponzi” condition. A superscript “∗” denotes the Foreign counterpart of the cor-

responding Home variable. Without loss of generality, we assume that the complete set of

state-contingent assets are denominated in the Home currency. As a result, in the budget con-

straint above, B∗t appears divided by the nominal exchange rate, Et, to convert the value of

the portfolio into Foreign currency. Et is defined as the price of the Foreign currency in terms

of the Home currency, hence, it is quoted in units of Home currency per unit of the Foreign

currency. Under complete markets and free trade of assets there are no arbitrage opportunities,

and hence, the stochastic discount factor has to be the same for both countries.

Defining Qt ≡ Et P
∗
t

Pt
as the real exchange rate, and assuming Q0

C−σ0

C∗−σ0

= 1, from Home and

Foreign Euler equations one obtains:

Qt =
C∗−σt

C−σt
. (1)

A representative competitive firm produces the final good, which is a composite of varieties

of intermediate goods from both countries. Monopolistically competitive firms produce each

variety. The latter firms are divided into sectors indexed by s ∈ {1, ..., S}, each featuring a

continuum of firms. Sectors differ in the degree of price rigidity, as we detail below. Overall,

firms are indexed by the country where they produce, by their sector, and are further indexed

by j ∈ [0, 1]. The distribution of firms across sectors is given by sectoral weights fs > 0, with∑S
s=1 fs = 1.

The final good combines the intermediate varieties according to the technology:

Yt =

(∑S

s=1
f

1
η
s Y

η−1
η

s,t

) η
η−1

, (2)

Ys,t =

(
ω

1
ρY

ρ−1
ρ

H,s,t + (1− ω)
1
ρ Y

ρ−1
ρ

F,s,t

) ρ
ρ−1

, (3)

YH,s,t =

(
f
θ−1
θ

s

∫ 1

0

Y
θ−1
θ

H,s,j,tdj

) θ
θ−1

, (4)

YF,s,t =

(
f
θ−1
θ

s

∫ 1

0

Y
θ−1
θ

F,s,j,tdj

) θ
θ−1

, (5)
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where Yt is the Home final good, Ys,t is the aggregation of sector-s Home and Foreign interme-

diate goods sold in Home, YH,s,t and YF,s,t are the composites of intermediate varieties produced

by firms in sector s in Home and Foreign, respectively, to be sold in Home, and YH,s,j,t and

YF,s,j,t are the varieties produced by firm j in sector s in Home and Foreign to be sold in Home.

The parameters η ≥ 0, ρ ≥ 0, and θ > 1 are, respectively, the elasticity of substitution across

sectors, the elasticity of substitution between Home and Foreign goods, and the elasticity of

substitution within sectors. Finally, ω ∈ [0, 1] is the steady-state share of domestic inputs.

A representative Home final-good-producing firm solves:

max PtYt −
∑S

s=1
fs

∫ 1

0

(PH,s,j,tYH,s,j,t + PF,s,j,tYF,s,j,t) dj

s.t. (2)-(5),

where PH,s,j,t is the price charged in the Home market by Home firm j from sector s, and PF,s,j,t

is the price charged in the Home market by Foreign firm j from sector s. Both PH,s,j,t and

PF,s,j,t are set in the Home currency.

Monopolistically competitive firms produce varieties of the intermediate good by employing

labor. As in Carvalho and Nechio (2011), these firms set prices as in Calvo (1983). The

frequency of price changes varies across sectors, and in each period, each firm j in sector

s changes its price independently with probability αs. This is the only source of (ex-ante)

heterogeneity.

At each time a Home-firm j from sector s adjusts its price, it chooses prices XH,s,j,t, X
∗
H,s,j,t

to be charged in the Home and Foreign markets, respectively, with each price being set in the

corresponding local currency. The maximization problem is:

max Et

∞∑
l=0

Θt,t+l (1− αs)l
[
XH,s,j,tYH,s,j,t+l + Et+lX∗H,s,j,tY ∗H,s,j,t+l −Wt+lNs,j,t+l

]
s.t. YH,s,j,t + Y ∗H,s,j,t = Nχ

s,j,t, and demand for intermediate inputs, (6)

where χ determines returns to labor.

Finally, the market clearing conditions for Home include Nt =
∑S

s=1 fs
∫ 1

0
Ns,j,tdj, and

likewise for Foreign.

Note that when all sectors have the same frequency of price adjustment, the multisector

economy becomes a standard one-sector sticky-price model. In our quantitative analysis, we

consider a one-sector economy with frequency of price changes equal to the average frequency

of adjustments in the multisector economy, i.e., α =
∑S

s=1 fsαs.
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2.1 Monetary policy

To close the model we specify a monetary policy rule. We consider a Taylor-type interest rate

rule of the form:

It = β−1 (It−1)ρi
(

Pt
Pt−1

)(1−ρi)φπ (GDPt
GDP

)(1−ρi)φY
evt (7)

vt = ρvvt−1 + σεvεv,t,

where It is the nominal interest rate on one-period riskless bonds at time t, GDPt ≡ Yt +∑S
s=1 f (s)

∫ 1

0
Y ∗H,s,j,tdj −

∑S
s=1 f (s)

∫ 1

0
YF,s,j,tdj is gross domestic product,3 GDP denotes gross

domestic product in steady state, ρi, φπ, and φY are the parameters associated with the interest

rate rule, vt is a shock with persistence ρv ∈ [0, 1), and εv,t is a zero mean, unit variance i.i.d.

shock. We assume throughout that monetary policy in Foreign follows an analogous rule as in

Home, and that monetary shocks are uncorrelated across the two countries.

We solve the model by log-linearizing around a zero-inflation steady state. For more details

about the model and solution, we refer the reader to Carvalho and Nechio (2011).

2.2 Quantitative results

To parameterize the model, we follow Carvalho and Nechio (2011) (and the literature therein)

and set σ−1 to 1/3, the (Frisch) labor supply elasticity (γ) to unit, labor share χ to 2/3, and the

consumer’s time preference rate to 2% per year. The elasticity of substitution between varieties

within sectors is set to θ = 10, the elasticity of substitution between Home and Foreign goods

is set to ρ = 1.5, the elasticity of substitution between varieties of different sectors is set to unit

(η = 1),4 and the share of domestic goods is set to ω = 0.9.5

The parameterization approximates the U.S. empirical distribution of price stickiness re-

ported by Nakamura and Steinsson (2008). In particular, departing from the 67-category distri-

bution of price stickiness used in Carvalho and Nechio (2011), we use the methodology described

in Carvalho and Nechio (2017) to construct a three-sector distribution that allows us to bypass

the large computational cost of working with such large-scale models. More importantly, this

approximation is such that the dynamic properties of aggregate variables in the multisector

economies calibrated using the original and the three-sector approximate price distributions

are extremely similar. Carvalho and Nechio (2017)’s approximation entails choosing frequen-

cies of price changes and sectoral weights in the three-sector model to match moments of the

3The definition of GDP follows Chari, Kehoe and McGrattan (2002).
4Following Hobijn and Nechio (2017).
5Carvalho and Nechio (2011) provide more details on the choices for these parameter values.
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cross-sectional distribution of price stickiness of the original 67-sector economy. This method

yields a three-sector distribution that, as the original one, features prices changing, on average,

once every 4.7 months, the cross-sectional average of duration of price spells at 13.6 months,

the cross-sectional standard deviation of durations at 11.7 months, the cross-sectional skewness

of durations at 1.3 months, and the cross-sectional kurtosis of durations at 5.2 months.6

Turning to the specifications for monetary policy, we set φπ = 1.5, φY = 0.5/12, which

are standard values for Taylor rules. We consider cases with persistent shocks only (ρv > 0,

ρi = 0), policy inertia only (ρv = 0, ρi > 0), and with both persistent shocks and policy inertia

(ρv, ρi > 0). We use the model with no policy inertia as a reference point, and calibrate ρv to

generate plausible RER dynamics. In particular, we choose ρv to closely match the empirical

half-life of deviations of RER from parity, in addition to roughly matching more nuanced

features of the underlying empirical impulse response function. More specifically, we choose ρv

to match empirical moments of the real exchange rate as reported in Steinsson (2008). These

moments are reported in the first column of Table 1. This calibration yields ρv = 0.975, which

corresponds to roughly 0.9 at a quarterly frequency. Given this value, the other two cases

featuring interest rate smoothing are meant to illustrate the effects of policy inertia. In Section

3 we extend the comparative statics and consider different parameterizations for ρi and ρv.

Table 1: RER moments under alternative monetary policy specifications

Data Multisector economy One-sector economy

Persistence ρv = .975 ρv = 0 ρv = .975 ρv = .975 ρv = 0 ρv = .975

measures: ρi = 0 ρi = .975 ρi = .975 ρi = 0 ρi = .975 ρi = .975

(1) (2) (3) (4) (5) (6) (7)

HL 54 53 6 8 28 4 4

QL 76 83 17 29 55 8 8

UL 28 22 0 0 0 0 0

CIR 80 71 14 24 40 6 7

ρ1 0.8 0.9 0.7 0.7 0.8 0.6 0.6

Note: The column labeled as “Data” shows the statistics obtained Steinsson (2008). The remaining columns
report model-based statistics for different assumptions for monetary shock persistence and policy inertia.

Table 1 reports the results for different versions of the model. In terms of persistence,

it shows results for the half-life (HL) of RER deviations from parity, the quarter-life (QL),

the up-life (UL) of those deviations, and the cumulative impulse response (CIR). Results

for all four measures are reported in months. The quarter-lives and the up-lives are meant

6Expenditure weights are f1 = 0.3815, f2 = 0.4588, f3 = 0.1598, and the Calvo parameters are α1 = 0.4524,
α2 = 0.0725, α3 = 0.0338.
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to provide a better picture of the shape of the impulse response function. They correspond

to, respectively, the time it takes for the impulse response function to drop below 1/4 of the

initial impulse, and the time it takes for the real exchange rate to peak after the initial response.

Hence, a hump-shaped impulse response function yields a nonzero up-life (UL). The cumulative

impulse response (CIR) measures the area under the impulse response function. Table 1 also

includes the first-order autocorrelation of the real exchange rate (ρ1), as an additional measure

of persistence.7

The first column of Table 1 shows empirical measures of persistence taken from Steinsson

(2008), obtained by fitting simple time-series processes to RER data. These estimates imply

that RER deviations from parity are long-lasting — within the 3-5 year “consensus” (Rogoff,

1996) — and yield a hump-shaped impulse response function.

Columns (2), (3) and (4) present the results for the baseline multisector model for three

monetary policy specifications, respectively; (i) persistent shocks only (ρv = 0.975, ρi = 0),

(ii) policy inertia only (ρv = 0 and ρi = 0.975), and (iii) both (ρv = 0.975 and ρi = 0.975).

Columns (5), (6) and (7) present report the results for one-sector economies.

The results for multisector and one-sector models in Table 1 echo the findings of Carvalho

and Nechio (2011). Multisector models significantly increase real exchange rate persistence

when compared to their one-sector counterparts. In addition, in the case of persistent shocks

only, the calibration of the multisector model produces RER dynamics that resemble the data

along various dimensions of the underlying impulse response functions (i.e., HL, QL, and UL).

A comparison of the three versions of the multisector economies, however, shows that the

ability of the multisector model to generate empirically plausible RER dynamics disappears

when the policy rule features policy inertia, as evidenced by columns (3) and (4) of Table 1.

Columns (5) to (7) of Table 1 show that the RER persistence in the one-sector versions of the

model also drop dramatically in the presence of a high degree of policy inertia.

It is clear from these results that the source of interest rate persistence matters a great deal

for the dynamics of the RER in DSGE models. In both the multisector and the one-sector

economies, introducing policy inertia to a model that features persistent shocks reduces RER

persistence. This is evidenced in Table 1 by comparing, for example, columns (2) and (4) in

the multisector economy, as well as columns (5) and (7) in the one-sector economy.

7Following Chari, Kehoe and McGrattan (2002), the first-order autocorrelations are based on Hodrick-
Prescott (HP) filtered model-generated and realized data. To obtain this measure using realized data, we
average the real exchange rate and the real GDP over three-month periods to obtain a quarterly series, to which
we apply an HP filter with bandwidth 1600. For the model generated series, we simulate 100 replications of
each economy with 508 observations each. After dropping the first 100 observations (yielding a sample of 408
observations, as in the data column), we average each series over three-month periods to obtain a quarterly
series, to which we apply the HP filter.
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An additional feature of the multisector model with no policy inertia is that it is able

to produce empirically plausible real exchange rate persistence measures and roughly match

other properties of the impulse response function. One-sector economies and versions of the

multisector one in which the policy rule features interest rate smoothing fail to do so. Notice

that up-life (UL) is nonzero exclusively in the multisector model with persistent monetary

shocks only (column (2)).

Hence, there are two main takeaways from this calibration exercise. First, in both one-sector

and multisector models policy inertia can decrease RER persistence. Second, a multisector

economy that features persistent enough shocks (and no policy inertia) is able to generate

impulse response functions that replicate the empirical properties of the response of RER to

monetary shocks; i.e., high persistence and a hump-shaped response. In the next section, we

further analyze these two findings, one at a time.

Finally, we note that in this exercise we follow the literature and compare unconditional

data moments with model-implied moments generated by monetary shocks only. Appendix

A provides the alternative exercise in which we match empirical RER moments conditional

on identified monetary policy shocks to model-implied moments. To that end, we assess the

dynamic properties of the real exchange rate in response to identified monetary shocks by

revisiting the structural vector autoregression model of Eichenbaum and Evans (1995). In

particular, we extend their sample from 1990 to 2007 and estimate the response of the RER of

various countries to identified shocks to the Federal Funds Rate. Conditional RER moments do

differ from unconditional moments that the literature has focused on. The dynamic response

of RERs to monetary policy shocks is even more persistent than its unconditional dynamics.

However, the lessons from our analysis of the different versions of the model are unchanged,

irrespective of whether we discipline the reference model using unconditional or conditional

RER moments.

3 The role of monetary policy

Engel (2012) and Benigno (2004) find that real exchange rate persistence increases with the

degree of policy inertia (ρi). Table 1, on the other hand, shows cases under which the inclu-

sion of policy inertia decreases RER persistence. In this section we investigate this apparent

discrepancy.

First, using calibrated models, we show that whether RER persistence increases or decreases

with the degree of policy inertia depends on the level of shock persistence in both one-sector

and in multisector models. Then, we use a simplified version of the one-sector model to show
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analytically that RER persistence may indeed decrease in the presence of policy inertia. Finally,

we use a simplified two-sector economy to show how heterogeneity in price rigidity endows the

model with the ability to yield a hump-shaped RER impulse response function, which is key to

replicating the empirical properties of the response of the RER to monetary shocks.

3.1 Comparative statics in calibrated models

Varying policy inertia (ρi) when monetary shocks are:

(a) i.i.d. (ρv = 0)
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Figure 1: Up- and half-lives in response to monetary shocks for varying degrees of policy
inertia

Figure 1 presents RER persistent measures for varying degrees of policy inertia (ρi) and

alternative specifications for shock persistence (ρv) in calibrated models.8 Dashed lines indicate

one-sector economies, whereas solid lines correspond to the three-sector models. The figure

reports up-lives (UL) and half-lives (HL). The left-hand-side panel assumes i.i.d. monetary

policy shocks (ρv = 0), while the right-hand-side panel assumes a persistent monetary shock (in

this example, with ρv = 0.975). For brevity, other measures of persistence and other pairings

of monetary policy parameters are reported in the Appendix Figures A2 and A3.

The left-hand-side panel shows that, in line with Engel (2012) and Benigno (2004), RER

persistence increases with the degree of policy inertia (ρi) when monetary shocks are serially

uncorrelated. For i.i.d. monetary shocks, this pattern holds for both measures of persistence in

both the multisector and the one-sector economies.9 The right-hand-side panel, however, shows

8All other parameters are held constant at values described in Section 2.2.
9Other measures of persistence show qualitatively similar results. See Appendix Figures A2 and A3.
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that results can change dramatically when monetary policy shocks are serially correlated. In this

case, increasing the degree of policy inertia decreases RER persistence in both the multisector

and the one-sector economies.

These panels also show that only the multisector model with a low degree of policy inertia

is capable of generating nonzero up-lives (right panel). In other words, one-sector models fail

to produce a hump-shaped impulse response function. As we discuss in Section 3.2, this is key

to understanding the mechanism through which different monetary policy specifications affect

RER dynamics in these models.

3.2 Analytical results in a one-sector model

In this section we make a set of simplifying assumptions to obtain some analytical results. In

particular, we consider a one-sector economy with no home bias (ω = 0.5), constant returns to

labor (χ = 1), and infinite Frisch elasticity of labor supply (γ = 0). These simplifications allow

us to write the model with three equations for each country: a Phillips curve; an aggregate

demand (derived from each countries’ Euler equation); and an interest rate rule. As in Engel

(2012), we can then solve the model by rewriting it in terms of deviations between Home and

Foreign variables, where for any variable x, dxt ≡ xt − x∗t — i.e., the difference between each

variable’s Home and Foreign counterparts. These simplifications yield:

dπt = δqt + βEtdπt+1 (8)

βdit = Etqt+1 − qt + Etdπt+1, (9)

where δ = ᾱ(1−β(1−ᾱ))
1−ᾱ and ᾱ = ΣS

s=1fsαs (as defined in Section 2). Equation (8) corresponds

to the difference between Home and Foreign’s Phillips curves. Equation (9) corresponds to the

difference between Home and Foreign’s Euler equations.

Assuming the same interest rate rule for both countries, equation (7) yields:

dit = ρidit−1 + (1− ρi)φπdπt + vt, (10)

where vt follows an AR(1) process with parameter ρv ∈ [0, 1). Appendix B.1 provides details

on the derivation of these three equations and the model solution.

Proposition 1 The solution to the simplified model (equations (8)-(10)) takes the form:

qt = ϕqvvt + γqdit−1 (11)

dπt = ϕπvvt + γπdit−1, (12)
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where ϕqv, ϕπv, γπ, γq are negative coefficients.

Corollary 1 Under the assumptions above, the cumulative impulse response function of the

real exchange rate equals:

CIR (q) =
1

1− ρv

(
1 +

γq
ϕqv

(1 + (1− ρi)φπϕπv)
(1− ρi) (1− φπγπ)

)
. (13)

From Corollary 1, in the absence of policy inertia (ρi = 0), γq = γπ = 0, and, hence,

CIR (q) = 1
1−ρv . In this case, as in Engel (2012), persistence does not depend on price stickiness.

When ρi > 0, however, CIR (q) is given by equation (13), which is implicitly a function of price

stickiness, as well as other parameters of the model.

From Proposition 1, γq/ϕqv > 0, and (1− ρi) (1− φπγπ) > 0. Hence, whether CIR (q) ≷
1

1−ρv hinges on whether (1 + (1− ρi)φπϕπv) ≷ 0. One can show that (1 + (1− ρi)φπϕπv) < 0

whenever monetary shock persistence (ρv) satisfies ρv >
(1+β+δ)−

√
(1+β+δ)2−4β

2β
> 0. This result

leads to the following corollary.

Corollary 2 For ρcritv =
(1+β+δ)−

√
(1+β+δ)2−4β

2β
> 0, whenever ρv > ρcritv introducing policy iner-

tia (ρi > 0) lowers RER persistence, as measured by CIR (q), relative to the case of persistent

monetary policy shocks only.

For this simplified model and the remaining parameter values assumed in Section 2.2, Corol-

lary 2 implies that policy inertia decreases RER persistence (as measured by CIR (q)) as long

as ρv > 0.5 (at a quarterly frequency — roughly 0.79 at a monthly frequency).10 Hence, for

standard parameter values and an empirically plausible degree of monetary shock persistence,

policy inertia may decrease RER persistence.

Needless to say, the expression for ρcritv in Corollary 2 is only valid under the simplifying

assumptions used in this section. Deviations from an economy with those characteristics will

change the threshold for ρv, and can potentially make it a function of other parameters.

On a separate note, while in this paper we focus on the sources of interest rate persistence,

in Appendix C.2 we also consider the interaction between technology shocks and policy inertia.

More specifically, we entertain a small variant of the model in which we add a productivity shock

At to the production function described in equation (6) such that YH,s,j,t+Y ∗H,s,j,t = AtN
χ
s,j,t, At

evolves according to logAt = ρA logAt−1 + σεAεA,t, and εA,t is a unit variance i.i.d. shock. We

show analytically that the cumulative impulse response function of the real exchange rate in

10Namely, one-sector economy, consumer time preference rate at 2% per year, no home bias (ω = 0.5), χ = 1,
γ = 0, φy = 0, φπ = 1.5, and average frequency of price adjustment such that prices adjust on average every
4.7 months (ᾱ = .22).
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the one-sector simplified model (as described in Section 3.2) unequivocally increases with policy

inertia. Appendix Figure A4 shows that this finding also holds quantitatively when considering

the fully-specified multisector and one-sector economies of Section 2.

Corollaries 1 and 2 show that as ρv raises above the threshold ρcritv , (1 + (1− ρi)φπϕπv)
turns negative. The latter term, which for simplicity we will refer to as ϕ̃πv, ends up defining

how interest rates responds to the monetary shock on impact.

To see why, note that, from the guessed solution, the policy rule can be rewritten as:

dit = [ρi + (1− ρi)φπγπ]dit−1 + [1 + (1− ρi)φπϕπv]︸ ︷︷ ︸
ϕ̃πv≷0

vt. (14)

Therefore, the endogenous interest rate response on impact equals ϕ̃πv. Corollary 2 implies

that the response of dit on impact has the same sign as v1 as long as ρv < ρcritv . For ρv > ρcritv ,

the nominal rate (endogenously) increases on impact, in response to an expansionary shock

(v1 < 0).

The increase in nominal interest rates in response to a persistent expansionary shock is not

all that surprising. Gaĺı (2015, Chapter 3) shows that in New Keynesian models with somewhat

persistent monetary shocks, the endogenous response of prices to an expansionary monetary

shock can be such that the nominal interest rate increases on impact. In that case, Proposition

1, along with Corollaries 1-2 adds to Gaĺı (2015)’s findings by showing that introducing policy

inertia reduces real exchange rate persistence.11

3.3 Hump-shaped response to monetary shocks in a two-sector model

The PPP Puzzle literature has highlighted the difficulties of standard New Keynesian models

in replicating the empirical properties of the response of RER rates to monetary shocks. The

results of the previous sections show that, under some conditions, adding policy inertia can

further hamper the ability of the one-sector model to generate high levels of RER persistence.

The literature has also highlighted the importance of a model’s ability to generate hump-

shaped impulse response functions in order to get close to the empirical features of the response

of real exchange rates to monetary shocks. In particular, Cheung and Lai (2000) and Steinsson

11Appendix B.1.5 introduces a third corollary which shows how introducing policy inertia into a model with
persistent shocks affects the speed of convergence of nominal interest rates and inflation. In particular, Corollary
3 shows that in this simplified one-sector economy, when ρv > ρcritv , introducing policy inertia (ρi > 0) into
to the model unequivocally increases the rate of convergence of it back to steady state, while it reduces the
convergence speed of dπt. Since in these models the dynamics of the RER are tied by the Euler equation, these
findings imply that for ρv > ρcritv , the RER convergence speed back to its steady state increases, i.e., RER
persistence declines.

15



(2008) argue that the ability of a model to produce hump-shaped RER dynamics is key to

matching the degree of persistence seen in the data. Going a step further in the analysis,

Steinsson (2008) concludes that one-sector sticky-price models struggle to induce hump-shaped

RER dynamics in response to monetary shocks.

Our results corroborate these findings. Indeed, as can be seen from Table 1, the only model

that succeeds in producing enough RER persistence in response to monetary shocks is the one

that is able to generate pronounced hump-shaped RER dynamics, i.e., the multisector economy

with persistent monetary shocks (reported in column (2) of Table 1).

But how can the multisector model generate hump-shaped RER dynamics in response to

monetary shocks? Let’s revisit the simplified model of Section 3.2 while considering, instead,

a two-sector economy. In particular, we maintain the same set of simplifying assumptions

from that section but assume that each country has two equally-weighted sectors with different

degrees of price rigidity.

As in the simplified one-sector economy, we can write this model in terms of deviations

between Home and Foreign variables. This yields a set of four equations:

βdit = Etqt+1 − qt + Etdπt+1 (15)

dπt = βEtdπt+1 + f (κ1 + κ2) qt + f (κ2 − κ1) drp1,t (16)

dπ1,t = βEtdπ1,t+1 + κ1qt − κ1drp1,t (17)

drp1,t = drp1,t−1 + dπ1,t − dπt (18)

where f = (1 − f) is sector-1 weight, κj =
αj(1−β(1−αj))

1−αj , and αj is the frequency of price

adjustment in sector j, for j = 1, 2.

Equation (15) corresponds to the difference between Home and Foreign Euler equation,

which is unchanged relative to the simplified one-sector model, equation (9). Equation (16)

corresponds to the difference between Home and Foreign’s Phillips curves. Relative to the one-

sector sector economy, it gains an additional term that depends on relative sectoral prices, i.e.,

drp1,t = dp1,t − dpt. Similarly, the model also includes a relationship between the difference

between Home and Foreign’s sectoral inflation, dπ1,t, and drp1,t, as described by equation (17).

Appendix B.2 provides details on the model derivation.12

12Note that the Phillips curve in equation (16) nests the standard case in which there is only one sector in
the model. In that case, κ1 = κ2, and the relationship simplifies to equation (8).
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Proposition 2 The solution to the simplified two-sector model takes the form:

dπt = ϕπvt + γπdit−1 + θπdrp1,t−1, (19)

qt = ϕqvt + γqdit−1 + θqdrp1,t−1, (20)

drp1,t = ϕpvt + γpdit−1 + θpdrp1,t−1, (21)

where ϕπ, ϕq, ϕp, γπ, γq, γp, θπ, θq, and θp are negative coefficients.

The model solution described in Proposition 2 differs from the one in Proposition 1 in that

variables’ dynamics depend not only on the shock and the (lagged) nominal interest rate, but

also on drp1,t−1. The term drp1,t−1 explicitly identifies the channel through which heterogeneity

in price stickiness affects the response of the real exchange rate.

To illustrate how relative sectoral prices affect the dynamics of real exchange rates in re-

sponse to shocks, we consider versions of this model calibrated with different distributions of

price stickiness. In particular, we parameterize stickiness in this simplified equally-weighted,

two-sector, two-country model such that sector one is completely flexible, and sector two is

such that firms adjusts prices, on average, once every (i) 6 months, and (ii) 24 months.

For each of these two cases, we parameterize the model for a range of shock persistence and

policy inertia pairs. More specifically, for each case (i) and (ii), we range shock persistence

and policy inertia from 0 to 0.95 (in increments of 0.01) and obtain persistence measures from

the resulting IRFs of qt and drp1,t−1. This exercise yields distributions of persistence measures

under varying assumptions for ρv and ρi, and for degrees of heterogeneity as in cases (i) and

(ii).

Based on this exercise, first, we compare the distribution of up-lives (UL) obtained from

the responses of qt and drp1,t under cases (i) and (ii). Next, we compare the distributions of

ULs and HLs of qt (real exchange rate) under cases (i) and (ii).

The first comparison shows that the IRFs of qt and drp1,t−1 yield the same up-lives in nearly

all cases, indicating that the hump-shaped response of the real exchange rate in these models

is determined by the dynamics of relative sectoral prices. More precisely, in 99% of the cases

the UL of qt and drp1,t−1 perfectly coincide. In the remaining cases they differ by one month.

Turning to the second comparison, Figure 2 depicts the distribution of up- and half-lives

obtained from the real exchange rate IRFs for the alternative degrees for heterogeneity of cases

(i) and (ii), and ranging ρv ∈ [0, .95) and ρi ∈ [0, .95). The picture shows that as we move from

case (i) to (ii), i.e., as the heterogeneity across the two sectors increases, the distributions of

RER up- and half-lives shift to the right, i.e., a higher degree of heterogeneity yields higher up-
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and half-lives.13

Figure 2: RER persistence for increasing heterogeneity in a two-sector model.

Up-life

0
20

40
60

80
P
er
ce
nt

0 10 20 30

2=1/6 2=1/24

Half-live

0
5

10
15

20
25

P
er
ce
nt

0 10 20 30 40

2=1/6 2=1/24

Note: Red bars show the histogram of real exchange rates up-lives for a two-sector simplified economy in which
sector one is flexible and firms in sector 2 adjust prices, on average, once every 6 months. Blue bars report
results when assuming that firms in sector 2 adjust prices, on average, once every 24 months. Shock persistence
and policy inertia range from 0 to 0.95 (in increments of 0.01).

These findings highlight the role of heterogeneity in price stickiness in these models. The

multisector economy yields a hump-shaped response that depends on the heterogeneity across

sectors in the economy. Note that, while the introduction of a second sector can result in a

hump-shaped response, the overall dynamics also depends on the shock persistence and policy

inertia, which continue to play a role in the overall response of qt (as illustrated by equation

(20)). Moreover, the patterns uncovered in Corollaries 1 and 2 remain valid. This can be seen

in Figure 3 which reports the values attained by the up- and half-lives from the distributions of

Figure 2 for different levels of shock persistence and policy inertia. In particular, the left-hand-

side panel in Figure 3 reports mean up-lives obtained from the parameterizations (i) and (ii)

for different values of ρv and ρi. It shows that, despite heterogeneity, increasing policy inertia

reduces the model’s ability to generate positive up-lives. As a consequence, as policy inertia

increases, the model also fails to produce large persistence, as illustrated in the right-hand-side

panel of Figure 3 (half-lives decline as ρi increases for both levels of heterogeneity).

13In unreported results, we considered adjusting sectoral weights such that the average frequency of price
adjustment remained the same in cases (i) and (ii). In addition, we also considered versions in which firms in
sector 2 adjust prices on average every other 12 and 36 months. The patterns illustrated in Figure 2 remain
in all cases, i.e., as heterogeneity increases, the distribution of up-lives shifts rightwards. Results are available
upon request.
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Figure 3: RER persistence for varying shock persistence and policy inertia in a two-sector
model.
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once every 6 months. Blue bars report results when assuming that firms in sector 2 adjust prices, on average,
once every 24 months.

Summary

This section highlights two sets of findings regarding the dynamics of response of the real

exchange to monetary shocks in sticky-price models.

The first finding pertains to the role of policy inertia for RER persistence in response to

monetary shocks. We show that whether interest rate smoothing increases or decreases the

persistence of RER in response to policy shocks hinges on the degree of persistence of the shock

itself. Therefore, there is an interaction between endogenous and exogenous persistence. This

result holds in a one-sector model (which we show analytically and numerically), and also in

the multisector model (which we show numerically).

The second finding pertains to the hump-shaped response. As highlighted by Cheung and

Lai (2000) and Steinsson (2008), a hump-shaped response of the RER is key to understanding

its (high) persistence. Quantitatively, our results confirm their assessment by showing that

the models that manage to produce high RER persistence in response to monetary shocks

are precisely the ones that manage to produce a hump-shaped response, more specifically, the

multisector models.

Results based on the simplified two-sector economy point to the channel through which

the multisector dimension affects the dynamics of the RER. In particular, in the presence of

heterogeneity in the frequency of price adjustment, the responses of the RER and other variables

depend on relative sectoral prices. In calibrated versions of this two-sector economy, we find
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that the hump-shaped RER response follows the exact same dynamics of the relative sectoral

price variable. The quantitative results also show that the more heterogeneous the two sectors

are, the more pronounced the hump-shape (larger up-lives) and other persistence measures are.

These results pin down the source of the hump-shaped dynamics in the multisector model,

and at the same time show why the one-sector model fails in this dimension (since it does not

feature this relative price component).

4 Conclusion

In this paper we study how different monetary policy rules affect RER dynamics in sticky-price

models. We do so by entertaining a policy rule that allows for both persistent monetary shocks

and policy inertia. We find that the source of interest rate persistence matters a great deal.

When subjected to persistent monetary shocks, a multisector model with heterogeneous price

stickiness can produce volatile and persistent RER. In particular, it can induce hump-shaped

RER dynamics that resemble the patterns documented in the data.

Our results, however, show that when the monetary policy rule displays a strong enough

degree of policy inertia, even the multisector sticky-price model fails to generate enough RER

persistence in response to monetary shocks. In the presence of high shock persistence, policy

inertia hampers the ability of the model to generate persistent deviations of real exchange rate

from parity. Therefore, there is an interaction between endogenous and exogenous persistence.

Our findings also shed light on the relationship between the degree of heterogeneity and the

ability of the models to generate a hump-shaped impulse response function, which is key to

replicating the empirical properties of the real exchange rate in response to monetary shocks. In

particular, in a simplified two-sector economy, we show that relative sectoral prices determine

the (humped) shape of the real exchange rate response, and that the more heterogeneous the

two sectors are, the more pronounced the hump-shape (larger up-lives) and other persistence

measures are.

These results highlight the importance of the empirical debate on the source of the high

degree of interest rate persistence observed in the data — whether it stems from persistent

shocks, or from policy inertia (e.g., Rudebusch, 2002 and Coibion and Gorodnichenko, 2012).
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Appendix

A Revisiting Eichenbaum and Evans (1995)

Eichenbaum and Evans (1995) provided the first empirical evidence on RERs’ dynamics con-

ditional on monetary shocks. More specifically, the authors considered how RERs responded

to identified monetary shocks using a structural vector autoregression (SVAR) methodology

applied to a set of countries’ currencies (relative to the dollar). Their results showed that,

conditional on monetary shocks, RERs’ response are long-lasting and hump-shaped. These set

of empirical facts have served as benchmarks for many studies of the dynamic properties of

RERs (e.g., Cheung and Lai, 2000, Chari, Kehoe and McGrattan, 2002, Steinsson, 2008, and

Carvalho and Nechio, 2011).

We start by assessing whether these properties of the RER still hold using more recent data.

In particular, we revisit and update the results of Eichenbaum and Evans (1995), extending

their sample and estimating the response of real exchange rates to identified monetary shocks.

In particular, we consider Eichenbaum and Evans (1995)’s specification in which dynamic re-

sponses are obtained from a 7-variable VAR that includes data on U.S. industrial production

(Y US), the U.S. consumer price level (PUS), foreign output (Y For), the foreign interest rate

(RFor), the federal funds rate (FFR), the ratio of U.S. non-borrowed reserves to total reserves

(NBRX), and the real exchange rate (RER). Real exchange rates are defined as the relative

price of the foreign good in terms of the U.S. good, and hence, an increase in RERt denotes

a depreciation of the U.S. real exchange rate. All variables are in logarithms except RFor and

FFR.

The sample of countries includes the United Kingdom, Japan, Switzerland, France, Ger-

many, and Italy. The monthly data ranges from January 1974 to December 2007. Seasonally

adjusted industrial production and consumer price index data for each country are obtained

from the International Financial Statistics database. Foreign interest rates are measured by

the interbank rates for all countries except for the United Kingdom and Japan, for which we

use 3-month treasury bill rates. Foreign interest rates were obtained from the St. Louis Fed

FRED database. Nominal exchange rate series were collected from Bloomberg. Non-borrowed

reserves (Adjusted Non-borrowed Reserves Plus Extended Credit) and total reserves (Adjusted

Reserves of Depository Institutions) were obtained from FRED. Impulse response functions

are calculated assuming a Wold ordering of
{
Y US, PUS, Y For, RFor, FFR,NBRX,RER

}
. The

monetary policy shock is identified as the component of the innovation in FFRt that is orthog-

onal to Y US
t , PUS

t , Y For
t , and RFor

t . For each country, we select the number of lags in the VAR
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based on the Bayesian Information Criterion (BIC), which yields 2 lags for all countries in our

sample.

Figure A1 shows the resulting impulse response functions of real exchange rates of each

country in response to a shock to the Federal Funds Rate. The figure corroborates the findings

of Eichenbaum and Evans (1995). The impulse response functions exhibit a clear hump-shaped

response, and the effects of monetary shocks are quite long-lasting, with the median half-life of

these effects across this sample of countries ranging from approximately 4 to 8 years.

Table A1 complements Figure A1 by providing real exchange rate moments implied by their

estimation. The table confirms that the response of real exchange rates to monetary shocks are

long-lasting and hump-shaped. While Eichenbaum and Evans (1995) included the estimated

impulse response functions, they did not report real exchange rate moments implied by their

estimation. For a closer comparison to their results, we constrained our sample from January

1974 to May 1990, as in Eichenbaum and Evans (1995), reestimate the VARs, and calculate

implied measures of persistence. In that sample, the impulse response functions yield median

HL, QL, UL, and CIR of 62, 65, 55 and 130 months, respectively.14

Table A1: Real exchange rate persistence by country: update to Eichenbaum and Evans
(1995)

Persistence United Kingdom Japan Switzerland Germany France Italy

measures:

HL 103 53 82 106 104 104

QL 124 55 153 121 121 137

UL 36 48 51 77 84 72

CIR 140 39 163 168 248 177

ρ1 0.8 0.8 0.8 0.8 0.9 0.8

Table A2 reports the cross-country median RER moments conditional on monetary shocks,

in addition to the results for different versions of the model. In analogy to the exercise of

Table 1, the parameter ρv of the multisector economy with persistent monetary shocks only

(second column) is calibrated to roughly match the moments of RERs conditional on identified

monetary shocks. Given the value of this parameter, the other model simulations, reported in

columns 3 to 7, are meant to illustrate the effects of policy inertia. All other parameters are

unchanged relative to Section 2.2.

To obtain the first-order autocorrelation (ρ1) and volatility of real exchange rates conditional

14All VARs are estimated with 1 lag as suggested by the Bayesian Information Criteria. Eichenbaum and
Evans (1995) includes 6 lags in each VAR. Persistence measures obtained when estimating VARs with 6 lags
(instead of 1 lag) are unchanged.
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Figure A1: Real exchange rates response to a monetary shock
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Table A2: Conditional empirical moments and alternative monetary policy rules

Data Multisector economy One-sector economy

Persistence ρv = .9865 ρv = 0 ρv = .9865 ρv = .9865 ρv = 0 ρv = .9865

measures: ρi = 0 ρi = .9865 ρi = .9865 ρi = 0 ρi = .9865 ρi = .9865

(1) (2) (3) (4) (5) (6) (7)

HL 104 102 7 8 51 4 4

QL 123 156 20 25 102 8 9

UL 62 45 0 0 0 0 0

CIR 166 139 16 24 74 6 7

ρ1 0.8 0.9 0.7 0.6 0.8 0.6 0.5

on monetary shocks, we use the identified shock obtained from the estimated structural VAR

to construct counterfactual series for the real exchange rate and the U.S. industrial production

that are driven only by monetary shocks. The conditional first-order autocorrelation is, then,

based on the HP-filtered versions of the resulting RER and U.S. industrial production series,

averaged over three-month periods to obtain quarterly data.

A comparison between the first columns of Tables 1 and A2 show that, conditional on

monetary shocks, RER persistence measures are even larger than the unconditional ones. The

cross-country median half life of deviations of RER from parity, for example, reaches 8 years,

well above the (unconditional) “consensus” of 3-5 years. While both the time sample and

the set of countries vary between these two aforementioned columns, unconditional persistence

measures using the same dataset used to construct the statistics reported in Table A2 yield

similar statistics to the unconditional moments reported in Table 1.15

Despite the differences between the conditional and the unconditional measures of persis-

tence reported in Tables 1 and A2, when focusing on the model-implied moments, the main

lessons from Table 1 remain. Multisector models significantly increase real exchange rate persis-

tence when compared to their one-sector counterparts. More importantly, a comparison among

the three versions of the multisector economies reported in Table A2 confirms that the ability

of the multisector model to generate empirically plausible RER dynamics disappears when the

policy rate features a strong interest rate smoothing component.

15More specifically, estimating a simple autoregressive (AR) process on the same sample used to estimate
the VAR yields median HL, QL, UL, and CIR of 44, 70, 17 and 59 months, respectively. For each country, we
estimate AR processes with 2 lags, as indicated by the BIC.
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B Details on analytical results and proofs

B.1 Simplified one-sector economy

To obtain an analytical solution, we simplify our two-country multisector economy. We abstract

from heterogeneity and assume a one-sector economy with no home bias (ω = 0.5), constant

returns to labor (χ = 1), and infinite Frisch elasticity of labor supply (γ = 0). As in Engel

(2012), we rewrite all variables as the difference between the Home and Foreign counterparts.

B.1.1 Prices and outputs

A one-sector economy yields:

pt = ωpH,t + (1− ω) pF,t,

p∗t = ωp∗F,t + (1− ω) p∗H,t,

pHt = αxH,t + (1− α) pH,t−1,

pF,t = αxF,t + (1− α) pF,t−1,

p∗H,t = αx∗H,t + (1− α) p∗H,t−1,

p∗F,t = αx∗F,t + (1− α) p∗F,t−1.

And for the intermediate outputs, we have:

yH,j,t+s = yt+s − θ [pH,j,t − pH,t+s]− ρ [pH,t+s − pt+s] ,

yF,j,t+s = yt+s − θ [pF,j,t − pF,t+s]− ρ [pF,t+s − pt+s] ,

y∗H,j,t+s = y∗t+s − θ
[
p∗H,j,t − p∗H,t+s

]
− ρ

[
p∗H,t+s − p∗t+s

]
,

y∗F,j,t+s = y∗t+s − θ
[
p∗F,j,t − p∗F,t+s

]
− ρ

[
p∗F,t+s − p∗t+s

]
,

for all times t+ s for which the price set at t is still in effect.

For the output aggregations, we have:

yt = ωyH,t + (1− ω) yF,t,

y∗t = ωy∗F,t + (1− ω) y∗H,t,

ωyH,t + (1− ω) y∗H,t = χnt = nt,
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ωy∗F,t + (1− ω) yF,t = χn∗t = nt,

yH,t =

∫ 1

0

yH,j,tdj,

yF,t =

∫ 1

0

yF,j,tdj,

y∗F,t =

∫ 1

0

y∗F,j,tdj,

y∗H,t =

∫ 1

0

y∗H,j,tdj.

The marginal cost is such that (recall χ = 1):

mct = wt − pt = σct + γnt.

Loglinearizing the Euler equation yields:

it = Et (σ (ct+1 − ct) + pt+1 − pt) .

For the real exchange rate, we have:

qt = σ (ct − c∗t ) .

Loglinearizing the equation for the prices set by firms when they are called to adjust:16

xH,t = (1− β (1− αk))Et
∞∑
j=0

βj (1− α)j (pt+j +mct+j) ,

xF,t = (1− β (1− αk))Et
∞∑
j=0

βj (1− α)j
(
pt+j + qt+j +mc∗t+j

)
,

x∗H,t = (1− β (1− α))Et

∞∑
j=0

βj (1− α)j
(
p∗t+j − qt+j +mct+j

)
,

x∗F,t = (1− β (1− α))Et

∞∑
j=0

βj (1− α)j
(
p∗t+j +mc∗t+j

)
.

16Although marginal costs are potentially firm-specific due to (potentially) decreasing returns to scale, in
each sector, firms that adjust face the same conditional distribution for all future variables that matter for price
setting, including marginal costs. Thus, we simplify the notation using a price that is common to all adjusting
firms, and also a common marginal cost.
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B.1.2 Phillips curves

Using xH,t − pH,t = 1−α
α
πH,t:

xH,t = (1− β (1− αk))Et
∞∑
j=0

βj (1− α)j (pt+j +mct+j)

= (1− β (1− α))Et

∞∑
j=0

βj (1− α)j (pt+j + σct+j + γnt+j)

⇒
1− α
α

πH,t = (1− β (1− α))Et

∞∑
j=0

βj (1− α)j (pt+j + σct+j + γnt+j − pt)

= (1− β (1− α))Et

∞∑
j=0

βj (1− α)j
(
pt+j + σct+j + γnt+j −

[
pH,t+j − Σj

i=1EtπH,t+i
])

=
α (1− β (1− α))

1− α
(pt − pH,t + σct + γnt) + β (1− α)EtπH,t+1

πH,t =
α (1− β (1− α))

1− α
(pt − pH,t + σct + γnt) + βEtπH,t+1

=
α (1− β (1− α))

1− α

(
1

ρ
(yH,t − yt) + σct + γnt

)
+ βEtπH,t+1

Using xF,t − pF,t = 1−α
α
πF,t:

xF,t = (1− β (1− αk))Et
∞∑
j=0

βj (1− α)j
(
pt+j + qt+j +mc∗t+j

)
⇒

πF,t =
α (1− β (1− α))

1− α
(pt − pF,t + σc∗t + γn∗t + qt) + β (1− α)EtπF,t+1

=
α (1− β (1− α))

1− α

(
1

ρ
(yF,t − yt) + σc∗t + γn∗t + qt

)
+ βEtπF,t+1

Using x∗H,t − p∗H,t = 1−α
α
π∗H,t:

x∗H,t = (1− β (1− α))Et

∞∑
j=0

βj (1− α)j
(
p∗t+j − qt+j +mct+j

)
⇒

π∗H,t =
α (1− β (1− α))

1− α
(
p∗t − p∗H,t + σct + γnt − qt

)
+ βEtπH,t+1

=
α (1− β (1− α))

1− α

(
1

ρ

(
y∗H,t − y∗t

)
+ σct + γnt − qt

)
+ βEtπH,t+1
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x∗F,t = (1− β (1− α))Et

∞∑
j=0

βj (1− α)j
(
p∗t+j +mc∗t+j

)
⇒

π∗F,t =
α (1− β (1− α))

1− α
(
p∗t − p∗F,t + σc∗t + γn∗t

)
+ βEtπ

∗
F,t+1

=
α (1− β (1− α))

1− α

(
1

ρ

(
y∗F,t − y∗t

)
+ σc∗t + γn∗t

)
+ βEtπ

∗
F,t+1

From these equations we get:

πt = ωπH,t + (1− ω)πF,t

= ω

[(
1

ρ
(yH,t − yt) + σct + γnt

)
+ βEtπH,t+1

]
+ (1− ω)

[(
1

ρ
(yF,t − yt) + σc∗t + γn∗t + qt

)
+ βEtπF,t+1

]
,

π∗t = ωπ∗F,t + (1− ω) π∗H,t

= ω

[(
1

ρ

(
y∗F,t − y∗t

)
+ σc∗t + γn∗t

)
+ βEtπ

∗
F,t+1

]
+ (1− ω)

[(
1

ρ

(
y∗H,t − y∗t

)
+ σct + γnt − qt

)
+ βEtπH,t+1

]
,

Therefore:

πt − π∗t = ω

[
α (1− β (1− α))

1− α

(
1

ρ
(yH,t − yt) + σct + γnt

)
+ βEtπH,t+1

]
−ω

[
α (1− β (1− α))

1− α

(
1

ρ

(
y∗F,t − y∗t

)
+ σc∗t + γn∗t

)
+ βEtπ

∗
F,t+1

]
+ (1− ω)

[
α (1− β (1− α))

1− α

(
1

ρ
(yF,t − yt) + σc∗t + γn∗t + qt

)
+ βEtπF,t+1

]
− (1− ω)

[
α (1− β (1− α))

1− α

(
1

ρ

(
y∗H,t − y∗t

)
+ σct + γnt − qt

)
+ βEtπH,t+1

]
.

Note that qt = σ (ct − c∗t ), and:

ω (yH,t − yt) = − (1− ω) (yF,t − yt) ,

ω
(
y∗F,t − y∗t

)
= − (1− ω)

(
y∗H,t − y∗t

)
.
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Hence, for δ = ᾱ(1−β(1−ᾱ))
1−ᾱ , ᾱ = ΣS

s=1fsαs, we can rewrite πt − π∗t :

πt − π∗t = δqt + (2ω − 1) γδ (nt − n∗t ) + βEt
(
πt+1 − π∗t+1

)
.

Assuming no home bias, ω = (1− ω), and setting γ = 0 yield:

πt − π∗t = δqt + βEt
(
πt+1 − π∗t+1

)
.

B.1.3 Euler equations (demand side):

The Euler equations for Home and Foreign equal:

it = σEtct+1 − σct + Etπt+1,

i∗t = σEtc
∗
t+1 − σc∗t + Etπ

∗
t+1,

⇒

it − i∗t = Etqt+1 − qt + Et
(
πt+1 − π∗t+1

)
.

B.1.4 Monetary policy

We simplify monetary policy such that the interest rate rule for Home equals:

it = ρiit−1 + (1− ρi)φππt + vt,

where we assume that the exogenous component of the interest rate (vt) follows an autoregres-

sive process such that vt = ρvvt−1 + εvt , ρv ∈ [0, 1), and εvt is i.i.d.

Finally, we assume throughout that monetary policy in Foreign follows the same rule as in

Home, and that monetary shocks are uncorrelated across the two countries.

B.1.5 Proofs of propositions and corollaries

Proposition 1 The solution to the simplified three-equation model (equations 8-10) takes the

form:

qt = ϕqvvt + γqdit−1,

dπt = ϕπvvt + γπdit−1,

where ϕqv, ϕπv, γπ, γq are negative coefficients.
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Proof. Consider the model as deviations between Home and Foreign, where any variable

labeled as dxt corresponds to dxt = xt − x∗t .
We depart from the main-text equations (8), (9) and (10) and note that Et (vt+1) = ρvvt.

Replacing (10) on (9) yields:

qt + (1− ρi)φπdπt = Etqt+1 + Etdπt+1 − ρidit−1 − vt.

Our system of equations is such that:

qt + (1− ρi)φπdπt = +Etqt+1 + Etdπt+1 − ρidit−1 − vt
−δqt + dπt = +βEtdπt+1

⇒

 qt

dπt

 = Ω

 1 1− β (1− ρi)φπ
δ β + δ

 Etqt+1

Etdπt+1

+ Ω

 −1

−δ

 (ρidit−1 + vt)

Ω =
1

1 + δ (1− ρi)φπ

Guess the solution will take the form:

qt = ϕqvvt + γqdit−1,

dπt = ϕπvvt + γπdit−1.

Starting from qt and substituting for dπt and dit:

qt = − (1− ρi)φπdπt + Etqt+1 + Etdπt+1 − ρidit−1 − vt
= [− (1− ρi)φπϕπv + ϕqvρv + γq (1− ρi)φπϕπv + γq + ϕπvρv + γπ (1− ρi)φπϕπv + γπ − 1] vt

+ [− (1− ρi)φπγπ + γqρi + γq (1− ρi)φπγπ + γπρi + γπ (1− ρi)φπγπ − ρi] dit−1.

Starting from dπt and substituting for qt and dit:

dπt = δqt + βEtdπt+1

= [βϕπvρv + βγπ (1− ρi)φπϕπv + βγπ + δϕqv] vt

+ [βγπρi + βγπ (1− ρi)φπγπ + δγq] dit−1.
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Matching coefficients, we have 4 equations and 4 variables:

ϕqv = − (1− ρi)φπϕπv + ϕqvρv + γq (1− ρi)φπϕπv + γq (B.1)

+ϕπvρv + γπ (1− ρi)φπϕπv + γπ − 1,

ϕπv = βϕπvρv + βγπ (1− ρi)φπϕπv + βγπ + δϕqv, (B.2)

γq = − (1− ρi)φπγπ + γqρi + γq (1− ρi)φπγπ + γπρi + γπ (1− ρi)φπγπ − ρi, (B.3)

γπ = βγπρi + βγπ (1− ρi)φπγπ + δγq. (B.4)

Corollary 1 Under the assumptions above, the cumulative impulse response function of the

real exchange rate equals:

CIR (q) =
1

1− ρv
+

1

(1− ρv)
γq
ϕqv

((1− ρi)φπϕπv + 1)

(1− (ρi + (1− ρi)φπγπ))

=
1

1− ρv︸ ︷︷ ︸
>0

1 +
γq
ϕqv︸︷︷︸
>0

≷0︷ ︸︸ ︷
((1− ρi)φπϕπv + 1)

(1− ρi − (1− ρi)φπγπ)︸ ︷︷ ︸
>0


Proof. Using the above equations, we can calculate the cumulative impulse response func-

tion of qt following a unit monetary policy shock.

CIR (qt) =
N∑
n=1

qn
q1

,

where:

qt = ϕqvvt + γqdit−1,

dπt = ϕπvvt + γπdit−1,

it = ρiit−1 + (1− ρi)φππt + vt.

Solving the equation for interest rate forward:

in−1 = ((1− ρi)φπϕπv + 1)
n−1∑
i=0

(ρi + (1− ρi)φπγπ)i ρn−1−i
v

Replacing the above expression in the main text equation (11) at time n and calculating the
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cumulative impulse response yields:

CIR (q)
N→∞

→
∞∑
n=1

qn
q1

=
N→∞∑
n=1

ϕqvρ
n−1
v + γq ((1− ρi)φπϕπv + 1)

n−1∑
i=0

(ρi + (1− ρi)φπγπ)i ρn−1−i
v

ϕqv

=

ϕqv
1−ρv + γq (φπϕπv + 1)

∞∑
n=1

ρn−1
v

1−
(
ρi+(1−ρi)φπγπ

ρv

)n
1− ρi+(1−ρi)φπγπ

ρv


ϕqv

⇒

CIR (q) =
1

1− ρv︸ ︷︷ ︸
>0

1 +
γq
ϕqv︸︷︷︸
>0

≷0︷ ︸︸ ︷
((1− ρi)φπϕπv + 1)

(1− ρi) (1− φπγπ)︸ ︷︷ ︸
>0

 ,

where we used the fact that −1 < ρi + (1− ρi)φπγπ < 1.17

Corollary 2 For ρcritv =
(1+β+δ)−

√
(1+β+δ)2−4β

2β
> 0 , whenever ρv > ρcritv introducing policy

inertia ( ρi > 0) lowers RER persistence, as measured by CIR (q), relative to the case of

persistent monetary policy shocks only.

Proof. When ρi = 0, γq = γπ = 0, which implies CIR (q) = 1
1−ρv .

Since ϕqv, ϕπv, γπ, γq are negative coefficients, the only term that doesn’t have a definite sign

is ((1− ρi)φπϕπv + 1). Since (1− ρi)φπ > 1, this term will be negative when ϕπv < − 1
(1−ρi)φπ .

Departing from the solutions for ϕπv and ϕqv from equations (B.3) and (B.2), respectively,

for ρv = 0:

ϕπv = [βγπ + δ (γq + γπ − 1)] (1− ρi)φπϕπv + [βγπ + δ (γq + γπ − 1)] .

Call A = [βγπ + δ (γq + γπ − 1)] to obtain:

ϕπv = A (1− ρi)φπϕπv + A

(1− A (1− ρi)φπ)ϕπv = A

ϕπv =
A

(1− A (1− ρi)φπ)

17In fact, this term equals the AR(1) coefficient on dit in the simplified one-sector model (see the main-text
equation (14)), and hence, for versions of the model in which a unique solution exists, 0 < ρi+(1−ρi)φπγπ < 1.
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Note that A is negative since γπ is negative, ρi < 1, and δ > 0. Therefore:

ϕπv =
A

(1− A (1− ρi)φπ)
> − 1

(1− ρi)φπ

Hence, when ρv = 0, we find that ϕπv is always larger than − 1
(1−ρi)φπ .

More generally,

ϕqv = − (1− ρi)φπϕπv + ϕqvρv + γq (1− ρi)φπϕπv + γq + ϕπvρv + γπ (1− ρi)φπϕπv + γπ − 1

⇒

(1− ρv)ϕqv = (γq + γπ − 1) (1− ρi)φπϕπv + ρvϕπv + (γπ + γq − 1)

ϕπv = βρvϕπv + βγπ + βγπ (1− ρi)φπϕπv + δϕqv

⇒

(1− ρv)ϕπv = [(1− ρv) β + δ] ρvϕπv + [(1− ρv) βγπ + δ (γq + γπ − 1)] (1− ρi)φπϕπv
+ [(1− ρv) βγπ + δ (γπ + γq − 1)]

Call B = [(1− ρv) βγπ + δ (γπ + γq − 1)] < 0 to obtain:

ϕπv =
B

{(1− ρv)− [(1− ρv) β + δ] ρv −B (1− ρi)φπ}

Since ϕπv < 0, we know that the denominator of the above expression is positive. Therefore,

ϕπv < − 1
(1−ρi)φπ when:

B

{(1− ρv)− [(1− ρv) β + δ] ρv −B (1− ρi)φπ}
< − 1

(1− ρi)φπ
B (1− ρi)φπ < − (1− ρv) + [(1− ρv) β + δ] ρv +B (1− ρi)φπ

+βρ2
v − (1 + β + δ) ρv + 1 < 0

Solving the above expression for ρv:

ρv =
(1 + β + δ)±

√
(1 + β + δ)2 − 4β

2β
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And ϕπv < − 1
(1−ρi)φπ , as long as:

(1 + β + δ)−
√

(1 + β + δ)2 − 4β

2β
< ρv < 1,

where ᾱ(1−β(1−ᾱ))
1−ᾱ = δ.

Under our parameterization, ϕπv < −2/3 when ρv > 0.7888. Note that
(1+β+δ)+

√
(1+β+δ)2−4β

2β
>

1, since ∆ = (1 + β + δ)2 − 4β > 0 and (1+β+δ)
2β

> 1.

Corollary 3 Under the simplified model assumptions, introducing policy inertia (ρi > 0) into

to the model unequivocally increases the rate of convergence of dit back to its steady state, while

it reduces the convergence of dπt when ρv > ρcritv . Therefore, the convergence speed of the real

exchange rate back to steady state increases.

Intuitively, in this simple one-sector model, if the policy rule only exhibits persistent shocks,

ρv is the only source of exogenous persistence and the dynamics of all variables are determined

by its level. When policy inertia is included in the model, the dynamics of all variables are

also determined by the response of interest rates to shocks, and will depend on ρv as well as on

the coefficients in the model solution from equations (11) and (12). Corollaries 1-3 show that,

when shock persistence is high, introducing inertia into the model alters the dynamics in such

a way that the effects of monetary shocks on real exchange rate die out more quickly.

Proof. In a general equilibrium model, the dynamics of the model depend on the response

of all variables. The response of the nominal interest rate, however, can change substantially

with the level of ρv. In particular, for levels of ρv > ρcritv , the response of the nominal rate will

be such that it moves in the opposite direction from the shock. That is, for an expansionary

shock, (vt < 0), for ρv > ρcritv , the nominal rate increases on impact.

This will hold whether or not the policy rule exhibits inertia. However, inertia will affect

the speed of convergence of the nominal rate, and therefore, through the Euler equation, the

speed of convergence of the real exchange rate.

To see this, first note that, the dynamics of the real exchange rate is determined by the re-

sponses of the nominal rate and inflation through the Euler equation. Solving (the loglinearized

version of) the Euler equation (9) forward yields:

qt = −σ−1Et

∞∑
j=0

(dit+j − Et+jdπt+1+j) .

Therefore, changes on the speed of convergence of the nominal rate and inflation back to their
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steady state will affect the dynamics of the real exchange rate.18

Departing from the policy rule and the guessed solution (equations (10)-(12)):

dit = ρidit−1 + (1− ρi)φπdπt + vt

= [ρi + (1− ρi)φπγπ] dit−1 + [1 + (1− ρi)φπϕπv]︸ ︷︷ ︸
≷0

vt

Therefore, the incremental step between time t+ j and the response on impact are such that:

dit+j
di1

= ρj−1
v +

{
j∑

n=2

[ρi + (1− ρi)φπγπ]n−1 ρj−nv

}
︸ ︷︷ ︸

>0

Since the term in curly brackets is positive, adding inertia to the model augments the step

between any two periods in the response of the nominal rate. Therefore, adding inertia to the

policy rule unequivocally speeds the convergence of it up.

Turning to the response of inflation:

dπt+j+1

dπ1

=

ϕπvρ
j
vv1 + γπ [1 + (1− ρi)φπϕπv]

{
j∑

n=1

[ρi + (1− ρi)φπγπ]n−1 ρj−nv

}
v1

ϕπvv1

= ρjv +
γπ
ϕπv︸︷︷︸
>0

[1 + (1− ρi)φπϕπv]︸ ︷︷ ︸
≶0

{
j∑

n=1

[ρi + (1− ρi)φπγπ]n−1 ρj−nv

}
︸ ︷︷ ︸

>0

When inertia is added to the model, the incremental step between time t+j and the response

on impact gains an additional term with a sign that depends on ϕ̃πv. From Corollary 2, this

term is negative when ρv > ρcrit. Therefore, the speed of convergence of dπt back to steady

state declines when ρv > ρcritv .

B.2 Simplified two-sector economy

Proposition 2 The solution to the simplified two-sector model takes the form:

dπt = ϕπvt + γπdit−1 + θπdrp1,t−1

qt = ϕqvt + γqdit−1 + θqdrp1,t−1

drp1,t = ϕpvt + γpdit−1 + θpdrp1,t−1

18This deconstruction was introduced by Steinsson (2008).
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where ϕπ, ϕq, ϕp, γπ, γq, γp, θπ, θq, and θp are negative coefficients.

Proof. The solution to this problem resembles the one from Section B.1 except that pricing

and output equations change to allow for the multisector dimension.

To simplify the problem, we consider an equally-weighted two-sector economy and continue

to assume no home bias, ω = 0.5, no capital accumulation, and χ = 1. As before, we write all

variables as the difference between the Home and Foreign counterparts.

Under these assumptions, the Euler equation and the interest rate rules are the same as

those reported in Sections B.1.3 and B.1.4, respectively. The Phillips curves, however, need to

be rewritten.

Departing from the definitions for prices:

pt = fp1,t + (1− f) p2,t,

p∗t = fp∗1,t + (1− f) p∗2,t,

p1,t = ωpH,1,t + (1− ω) pF,1,t,

p2,t = ωpH,2,t + (1− ω) pF,2,t,

p∗1,t = ωp∗F,1,t + (1− ω) p∗H,1,t,

p∗2,t = ωp∗F,2,t + (1− ω) p∗H,2,t,

pH,s,t = αxH,s,t + (1− α) pH,s,t−1, s = 1, 2,

pF,s,t = αxF,s,t + (1− α) pF,s,t−1, s = 1, 2, ,

p∗H,s,t = αx∗H,s,t + (1− α) p∗H,s,t−1, s = 1, 2,

p∗F,s,t = αx∗F,s,t + (1− α) p∗F,s,t−1, s = 1, 2,

Intermediate outputs are such that:

yH,j,s,t+i = yt+i − θ [pH,j,s,t − pH,s,t+i]− ρ [pH,s,t+i − ps,t+i]− η [ps,t+i − pt+i] , s = 1, 2,

yF,j,s,t+i = yt+i − θ [pF,j,s,t − pF,s,t+i]− ρ [pF,s,t+i − ps,t+i]− η [ps,t+i − pt+i] , s = 1, 2,

y∗H,j,s,t+i = y∗t+i − θ
[
p∗H,j,s,t − p∗H,s,t+i

]
− ρ

[
p∗H,s,t+i − p∗s,t+i

]
− η

[
p∗s,t+i − p∗t+i

]
, s = 1, 2,

y∗F,j,s,t+i = y∗t+i − θ
[
p∗F,j,s,t − p∗F,s,t+i

]
− ρ

[
p∗F,s,t+i − p∗s,t+i

]
− η

[
p∗s,t+i − p∗t+i

]
, s = 1, 2,

for all times t+ i for which the price set at t is still in effect.
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For the output aggregations, for s = 1, 2, we have:

yt = fy1,t + (1− f) y2,t

ys,t = ωyH,s,t + (1− ω) yF,s,t,

yH,s,t =

∫ 1

0

yH,j,s,tdj,

yF,s,t =

∫ 1

0

yF,j,s,tdj,

y∗F,s,t =

∫ 1

0

y∗F,j,s,tdj,

y∗H,s,t =

∫ 1

0

y∗H,j,s,tdj.

The marginal cost is given by:

mcj,t = wt − pt = σct + γnt

Loglinearizing the equation for the prices set by firms in each sector when they are called

to adjust, for s = 1, 2:

xH,s,t = (1− β (1− αs))Et
∞∑
j=0

βj (1− α)j (pt+j +mct+j) ,

xF,s,t = (1− β (1− αs))Et
∞∑
j=0

βj (1− α)j
(
pt+j + qt+j +mc∗t+j

)
,

x∗H,s,t = (1− β (1− αs))Et
∞∑
j=0

βj (1− α)j
(
p∗t+j − qt+j +mct+j

)
,

x∗F,s,t = (1− β (1− αs))Et
∞∑
j=0

βj (1− α)j
(
p∗t+j +mc∗t+j

)
.
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B.2.1 Phillips curves

Using xH,s,t − pH,s,t = 1−α
α
πH,s,t:

xH,s,t = (1− β (1− αk))Et
∞∑
j=0

βj (1− α)j (pt+j +mct+j)

⇒
1− αs
αs

πH,s,t =
αs (1− β (1− αs))

1− αs
(pt − pH,s,t +mct) + β (1− α)EtπH,s,t+1

+ (1− β (1− αs))Et
∞∑
j=1

βj (1− αs)j (pt+j − pH,s,t+j +mct+j)

+Σ∞i=2β
i (1− α)iEtπH,s,t+i

⇒

πH,s,t =
αs (1− β (1− αs))

1− αs
(mct − rpH,s,t) + βEtπH,s,t+1,

where rpH,s,t = − (pt − pH,s,t).
Similarly:

πF,s,t =
αs (1− β (1− αs))

1− αs
(mc∗t + qt − rpF,s,t) + βEtπF,s,t+1,

x∗H,s,t =
αs (1− β (1− αs))

1− αs
(
mct − qt − rp∗H,s,t

)
+ βEtπ

∗
H,s,t+1,

x∗F,s,t =
αs (1− β (1− αs))

1− αs
(
mc∗t − rp∗F,s,t

)
+ βEtπ

∗
F,t+1.

Aggregating sectoral inflation yields:

πs,t = ωπH,s,t + (1− ω) πF,s,t

= ω [κs (mct − rpH,s,t) + βEtπH,s,t+1]

+ (1− ω) [κs (mc∗t + qt − rpF,s,t) + βEtπF,s,t+1] ,

and

π∗s,t = ω
[
κs
(
mc∗t − rp∗F,s,t

)
+ βEtπ

∗
F,t+1

]
+ (1− ω)

[
κs
(
mct − qt − rp∗H,s,t

)
+ βEtπ

∗
H,s,t+1

]
.

Assuming no home bias, ω = (1− ω), implies:

dπs,t = βEtdπs,t+1 − κsdrps,t + κsqt
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Aggregating inflation across sectors:

πt = fπ1,t + (1− f) π2,t

= ωf (κ1 + κ2)mct + ωf (κ1 + κ2)mc∗t + ωf (κ1 + κ2) qt

−ωf {κ1rpH,1,t + κ2rpH,2,t} − ωf {κ1rpF,1,t + κ2rpF,2,t}+ β [Etπt+1]

π∗t = fπ∗1,t + (1− f) π∗2,t

= ωf (κ1 + κ2)mct + ωf (κ1 + κ2)mc∗t − ωf (κ1 + κ2) qt

−ωf
{
κ1rp

∗
F,1,t + κ2rp

∗
F,2,t

}
− ωf

{[
κ1rp

∗
H,1,t + κ2rp

∗
H,2,t

]}
Assuming equal sectoral expenditure weights, f = (1− f), implies:

dπt = β [Etdπt+1] + f (κ1 + κ2) qt − f {κ1drp1,t + κ2drp2,t} ,

where:

rps,t = ωrpH,s,t + (1− ω) rpF,s,t = ω (pH,s,t − pt) + (1− ω) (pF,s,t − pt) = ps,t − pt
rp∗s,t = ωrp∗F,s,t + (1− ω) rp∗H,s,t = p∗s,t − p∗t
drps,t = rps,t − rp∗s,t

Rewriting drp2,t:

pt = fp1,t + (1− f) p2,t ⇒ p2,t =
pt − fp1,t

1− f

p2,t − pt =
pt − fp1,t

1− f
− pt = − f

1− f
drp1,t = −drp1,t

Therefore,

dπt = βEtdπt+1 + f (κ1 + κ2) qt + f (κ2 − κ1) drp1,t.

Note that the previous equation nests the standard NKPC without heterogeneity, α1 =

α2 ⇒ κ1 = κ2 = κ:

dπt = βEtdπt+1 + κqt.

The heterogeneity in frequency of price adjustment, therefore, affects inflation dynamics

through the term f (κ2 − κ1) drp1,t. The effect is amplified when heterogeneity is large and

countries’ relative sectoral prices are large.
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Finally, note that:

drp1,t = drp1,t−1 + dπ1,t − dπt.

Therefore, the model in deviations between Home and Foreign, where any variable labeled

as dxt corresponds to dxt = xt − x∗t , is summarized by:

dπt = βEtdπt+1 + f (κ1 + κ2) qt + f (κ2 − κ1) drp1,t

dit = Etqt+1 − qt + Etdπt+1

dπ1,t = βEtdπ1,t+1 + κ1qt − κ1drp1,t

drp1,t = drp1,t−1 + dπ1,t − dπt
dit = ρidit−1 + (1− ρi)φπdπt + vt,

vt = ρvvt−1 + εvt ,

where we assume that the exogenous component of the interest rate follows an AR(1) process

and ρv ∈ [0, 1).

Guess the solution will take the form:

dπt = ϕπvt + γπdit−1 + θπdrp1,t−1

qt = ϕqvt + γqdit−1 + θqdrp1,t−1

drp1,t = ϕpvt + γpdit−1 + θpdrp1,t−1

From these equations:

dit = ρidit−1 + (1− ρi)φπdπt + vt

= ρidit−1 + (1− ρi)φπ [ϕπvt + γπdit−1 + θπdrpt−1] + vt

= [1 + (1− ρi)φπϕπ] vt + [ρi + (1− ρi)φπγπ] dit−1 + (1− ρi)φπθπdrpt−1

dit = ϕivt + γidit−1 + θidrpt−1
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Hence, we have a system:

dπt = ϕπvt + γπdit−1 + θπdrp1,t−1

qt = ϕqvt + γqdit−1 + θqdrp1,t−1

drp1,t = ϕpvt + γpdit−1 + θpdrp1,t−1

dit = ϕivt + γidit−1 + θidrpt−1

Departing from equation (15):

qt = −dit + Etqt+1 + Etdπt+1

= (−ϕi + γqϕi + ϕqρv + ϕπρv + θqϕp + γπϕi + θπϕp) vt

+ (−γi + γqγi + γπγi + θπγp + θqγp) dit−1

+ (−θi + γqθi + θqθp + γπθi + θπθp) drp1,t−1

Departing from equation (16):

dπt = βEtdπt+1 + f (κ1 + κ2) qt + f (κ2 − κ1) drp1,t

= (βϕπρv + βγπϕi + βθπϕp + f (κ1 + κ2)ϕq + f (κ2 − κ1)ϕp) vt

+ (βγπγi + βθπγp + f (κ1 + κ2) γq + f (κ2 − κ1) γp) dit−1

+ (βγπθi + βθπθp + f (κ1 + κ2) θq + f (κ2 − κ1) θp) drp1,t−1

Departing from equation (17), and using drp1,t − drp1,t−1 + dπt = +dπ1,t (from equation

(18)):

dπ1,t = βEtdπ1,t+1 + κ1qt − κ1drp1,t

drp1,t − drp1,t−1 + dπt = βEt [drp1,t+1 − drp1,t + dπt+1] + κ1qt − κ1drp1,t

(1 + κ1 + β − βθp − βθπ) drp1,t = ((βϕp + βϕπ) ρv + (βγp + βγπ)ϕi − ϕπ + κ1ϕq) vt

+ ((βγp + βγπ) γi − γπ + κ1γq) dit−1

+ ((βγp + βγπ) θi − θπ + κ1θq + 1) drp1,t−1.
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These yield a system of 12 variables and 12 equations:

ϕi = (1 + (1− ρi)φπϕπ)

γi = (ρi + (1− ρi)φπγπ)

θi = (1− ρi)φπθπ

ϕq = (−ϕi + γqϕi + ϕqρv + ϕπρv + θqϕp + γπϕi + θπϕp)

γq = (−γi + γqγi + γπγi + θπγp + θqγp)

θq = (−θi + γqθi + θqθp + γπθi + θπθp)

ϕπ = (βϕπρv + βγπϕi + βθπϕp + f (κ1 + κ2)ϕq + f (κ2 − κ1)ϕp)

γπ = (βγπγi + βθπγp + f (κ1 + κ2) γq + f (κ2 − κ1) γp)

θπ = (βγπθi + βθπθp + f (κ1 + κ2) θq + f (κ2 − κ1) θp)

ϕp =
((βϕp + βϕπ) ρv + (βγp + βγπ)ϕi − ϕπ + κ1ϕq)

(1 + κ1 + β − βθp − βθπ)

γp =
((βγp + βγπ) γi − γπ + κ1γq)

(1 + κ1 + β − βθp − βθπ)

θp =
((βγp + βγπ) θi − θπ + κ1θq + 1)

(1 + κ1 + β − βθp − βθπ)

C Additional results

C.1 Comparative statistics varying persistence

Figure A3 reports comparative statics results when varying the persistence of policy shocks

(ρv) in the calibrated models. As in Figure 1, dashed lines indicate one-sector economies,

whereas solid lines correspond to the three-sector models. The top charts consider the case

without policy inertia (ρi = 0), while the bottom ones assume instead ρi = 0.975. The main

takeaway from a comparison between the top and the bottom charts is that a multisector model

that includes persistent shocks as the only source of exogenous persistence can generate hump-

shaped responses of the RER. Once policy inertia is introduced, all measures of persistence
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drop substantially and the impulse response functions fail to exhibit a hump-shaped response

to monetary shocks.19

C.2 Results with technology shocks

We rely on the same simplifying assumptions as before but assume a technology shock to the

production function of intermediate firms such that:

ωyH,j,t + (1− ω) y∗H,j,t = at + ndj,t

ωyH,t + (1− ω) y∗H,t = at + ndt ,

where at = ρaat−1 + εat and ρa ∈ [0, 1).

Under these assumptions, the pricing equation for the intermediate firms are such that:

xH,t = (1− β (1− αk))Et
∞∑
j=0

βj (1− α)j (pt+j +mct+j − at) ,

xF,t = (1− β (1− αk))Et
∞∑
j=0

βj (1− α)j
(
pt+j + qt+j +mc∗t+j − a∗t

)
,

x∗H,t = (1− β (1− α))Et

∞∑
j=0

βj (1− α)j
(
p∗t+j − qt+j +mct+j − at

)
,

x∗F,t = (1− β (1− α))Et

∞∑
j=0

βj (1− α)j
(
p∗t+j +mc∗t+j − a∗t

)
.

Lastly, the market-clearing condition becomes yt = ct = at + nt.

The simple model can be written in deviations between Home and Foreign variables:

dπt = δqt − (at − a∗t ) + βEt
(
πt+1 − π∗t+1

)
,

dit = Etqt+1 − qt + Et
(
πt+1 − π∗t+1

)
.

19The different values for ρi and ρv used to construct each panel in Figures 1 and A3 can imply substantially
different levels of persistence in nominal interest rates. To complement the analysis, we redo our analysis
adjusting the values of ρi and ρv to obtain the same level of nominal interest rate persistence as in the baseline
specification (ρi = 0, ρv = 0.975). More specifically, for each ρi in [0, 1), we set ρv such that nominal interest rate
persistence, as measured by the cumulative impulse response (CIR), equals that in the baseline specifications
of the multisector and one-sector economies. Results, which are available upon request, reinforce the finding
that as the degree of policy inertia increases, RER persistence declines.
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And assuming the same interest rate rule for both countries, we have:

dit = φidit−1 + (1− φi)φπdπt + vt.

The solution to the model will take the form:

qt = ϕqvvt + γqdit−1 + λqaat,

dπt = ϕπvvt + γπdit−1 + λπaat,

where ϕqv, γq, λqa, ϕπv, γπ, and λπa are negative coefficients such that:

ϕqv = [− (1− φi)φπϕπv + ϕqvρv + γq (1− φi)φπϕπv + γq + ϕπvρv + γπ (1− φi)φπϕπv + γπ − 1] ,

ϕπv = [βϕπvρv + βγπ (1− φi)φπϕπv + βγπ + δϕqv] ,

γq = [− (1− φi)φπγπ + γqφi + γq (1− φi)φπγπ + γπφi + γπ (1− φi)φπγπ − φi] ,

γπ = [+βγπφi + βγπ (1− φi)φπγπ + δγq] ,

λqa = [− (1− φi)φπλπa + λqaρa + γq (1− φi)φπλπa + γπ (1− φi)φπλπa + λπaρa] ,

λπa = [+βλπaρa + βγπ (1− φi)φπλπa + δλqa − 1] .

Following similar steps as before, persistence as measured by the CIR in response to a

technology shock is given by:

CIR =
1

1− ρa
+

γq
λqa︸︷︷︸
>0

1

(1− ρi) (1− φπγπ)︸ ︷︷ ︸
>0

.

Therefore, in the simplified one-sector economy, policy inertia unequivocally increases persis-

tence in response to technology shocks.

Figure A4 considers the role of policy inertia in out calibrated multisector and one-sector

models. More specifically, the figure reports the cumulative impulse responses of the real

exchange rate in response to a technology shock for ranging values (from 0 to 0.95) of policy

inertia ρi and technology shock persistence ρa. The left-hand-side panel shows results for the

multisector economy, while the right-hand-side panel shows results for the one-sector one. Both

panels show that the persistence of the real exchange rate in response to a technology shock as

measured by the CIR increases with policy inertia.
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Figure A2: RER persistence in response to monetary shocks for varying degrees of policy
inertia

Varying policy inertia (ρi) when monetary shocks are:

(a) i.i.d. (ρv = 0)
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Figure A3: RER persistence in response to monetary shocks for varying shock persistence

Varying shock persistence (ρv) when rule features:

(a) no policy inertia
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Figure A4: RER persistence in response to a technology shock for varying shock persistence
and policy inertia
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