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Introduction 

Information, and the data that underpins it, is an essential resource that provides insights to individuals, 

and businesses, and enables governments to operate and coordinate both locally and globally. 

Information can provide unique insights to improve welfare, drive business innovation, and help 

countries navigate crises, such as the COVID-19 global pandemic. Unfortunately, the underlying data 

that are used to create information and insight, can also be breached, or misused, and require 

significant resources to manage efficiently and securely. The global cybersecurity landscape is rife with a 

wide range of threats including nation states, organized crime, and malicious insiders, among many 

others. Compounding this, opaque data collection, processing, sales, and transfers across entities and 

jurisdictions may create unique, and yet known, privacy risk for individuals. 

Balancing the opportunities and risks of collecting and using data is an ongoing policy debate in the 

United States and around the world. Although, governance and legal frameworks are being developed in 

the areas of cybersecurity, data rights, competition, and beyond, entities continue to use data with 

fragmented guidelines, and oversight, around security, privacy, and appropriate use.1 

 

There are opportunities to leverage technology and innovation alongside policy to enable more secure, 

and demonstrably private data collection, processing, transfer, use, and storage.  

 

The use of technical systems and tools to protect data, while still leveraging it to create value, is not 

new. Data anonymization and encryption are long-standing tools, but as more data are collected and 

data breaches increase,2 they no longer offer the protection they once did.3  For example, techniques 

and laws originally focused on protecting identified data, or information that was directly associated 

with an individual, such as a name or Social Security Number (SSN) (referred to as direct identifiers). 

However, research demonstrated that data types beyond direct identifiers, such as demographics,4 

could also be used to uniquely identify individuals. As a result, the terminology in laws and standards 

has shifted over time from “identified” data, to “identifiable” data. The expanded category of 

“identifiable” information remains challenging to define, though.5 This evolving classification is just one 

example of how outdated approaches to preserving privacy, as well as the laws built around them, may 

fall short in offering the protection expected, and needed.  

The rapid and widespread adoption of digital services that depend on data, and cater to every facet of 

daily life, further underscores the importance of exploring new technical approaches to preserving 

privacy and confidentiality in conjunction with policy evolution. This report will focus on these technical 

approaches; specifically, the report will define and categorize a set of tools and techniques classified as 

privacy enhancing technologies (PETs) that help maintain the security and privacy of data. The 

purpose of this work is to provide a panoramic view of PETs to enable regulators, policymakers, and 

business leaders to enhance supervision and decision-making in the areas of privacy and data 

protection. This report will also discuss the use cases and maturity of PETs, and any challenges or 

considerations around their implementation. 

 
 The terms “data” and “information” are used interchangeably in this report, but the authors acknowledge that these terms can have distinct 
connotations.  
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The mandate of the Federal Reserve Bank of San Francisco is rooted in financial services; however, given 

the evolving data collection and processing activities that cross traditional sectoral boundaries, this 

report seeks to provide a nuanced and neutral examination of PETs for a broad policy and regulatory 

audience.  

Overview 

Privacy enhancing technologies are a group of systems, processes, and techniques that enable 

processing to derive value from data, while minimizing the privacy and security risk to individuals.6  

While innovations such as machine learning and quantum computing7 are being leveraged and explored, 

PETs cannot be defined by a single technology. Additionally, since this is an emerging category of tools, 

there is no consistent definition of what constitutes a PET. Although PETs may be used to comply with 

privacy-focused legislation, it is important to understand that using these systems, processes, and 

techniques do not ensure privacy or compliance. PETs are tools that can be used in tandem with 

governance and operation systems.  

 

PETs can be used by entities or directly by individuals. This report will focus primarily on systems, 

processes, and techniques available to entities that collect, process, and use data. The report focuses on 

entities instead of individuals due to their larger scope of data activities, and data management needs. 

The terms entities, firms and organizations will be used interchangeably. Laws like the European Union’s 

General Data Protection Regulation (GDPR) refer to these entities as “data controllers” and “data 

processors.”8 Entities may be motivated to adopt PETs to support information security and 

confidentiality, comply with regulation, and to differentiate their products for consumers looking for 

increased privacy protection. It is important to distinguish between upholding privacy as an individual 

right, and confidentiality, which is a fundamental component of information security practices. 

Confidentiality is an agreement between an entity and an individual to restrict access to information to 

only authorized parties. The use of PETs by entities can support both broader privacy goals and 

confidentiality agreements between entities and their customers.9 

 

While this report will not focus on privacy systems and techniques that individuals can use directly, it is 

important to note that broader landscape. Examples of PETs targeted at individuals are privacy-

protective browsers or TOR networks10, as well as consumer-facing dashboards that enable the 

implementation of individual data rights.11 

 

While PETs used by entities extend beyond traditional compliance systems, recent privacy-focused laws 

such as GDPR and California’s Consumer Privacy Act (CCPA)12 have been important catalysts for PET 

uptake. GDPR created several new responsibilities around data, which drove investment in updated 

technical systems and business processes.13 In addition to this, GDPR and CCPA both extended the 

categories of information that are deemed sensitive, and redefined the threshold that entities must 

meet to prevent the re-identification of anonymized data. 

 

PETs are particularly important in sectors that rely on the extensive collection and use of sensitive data, 

such as financial services and healthcare. In financial services, requirements such as Know-Your-

Customer (KYC),14 credit reporting, money laundering detection, and fraud mitigation15 drive the 

collection of data that is matched to specific individuals. Pooling this data together can help identify 

financial crimes and protect individuals from financial loss. Similarly, healthcare information including 
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patient data can be pooled together for research, drug-development, and public health. The COVID-19 

pandemic has highlighted the value of information in public health, from contact tracing to vaccine 

development. Given the importance and particularly sensitive nature of data in healthcare, this sector 

has been a leader in exploring the potential of PETs.16 Combining data can also create business 

opportunities beyond regulatory requirements and research, such as the development of new products, 

tailored services, software testing, and more. The aggregation of customer data to innovate in financial 

services has led to the growth of many new financial technology, or fintech, firms; as more entities 

engage with this data it is increasingly important to consider its privacy and confidentiality while 

benefitting from its use. 

 

Beyond compliance and facilitating the use of data, PETs could even help global coordination. A recent 

decision by the European Union (EU) supreme court invalidated an agreement between the EU and the 

United States (US) called the Privacy Shield, which enabled corporations to transfer data collected in the 

EU to the US for processing and storage.17 The EU supreme court invalidated the Privacy Shield because 

it determined that the US did not have data protections equivalent to those in the EU. The invalidated 

Privacy Shield focused on legal and governance protections such as Standard Contractual Clauses (SCCs) 

and Binding Corporate Rules (BCRs), but the judgement determined that these must be supplemented 

with technical measures. This is particularly relevant to PETs because this group of technologies, 

systems, and techniques can help verify and strengthen legal and governance rules that enable global 

relationships.18  

Types of Privacy Enhancing Technologies 

PETs contribute to privacy and data protection in a variety of ways. The first category of PETs are tools 

that alter data itself. These typically seek to disrupt or break the connection between data and the 

individual they are associated with. Another group of PETs focuses on hiding, or shielding, data, rather 

than altering it. Encryption is an example of this, since it changes the format of data, but is intended to 

only obscure it temporarily, rather than alter it permanently. Finally, there is a broad category of PETs 

that represent new systems and data architectures for processing, managing, and storing data. Some of 

these systems break apart data for computation or storage, whereas others provide management layers 

to track and audit where information is flowing and for what purpose.  

 

*These categories are based on the authors’ analysis of the PET space. The authors acknowledge that there are multiple ways to group these 

technologies, techniques, and processes. 

 

Figure 1: Categories of Privacy Enhancing Technologies* 
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These different categories can be used together to create layered protection. For example, data can be 

altered through de-identification techniques, concealed through encryption, and processed using 

privacy-protective systems. Following a brief discussion of the challenges that are associated with PETs, 

the remaining sections of the report will describe different PETs and use cases within these categories. 

Challenges  

The concept of leveraging innovative technological systems and processes to preserve privacy while 

enabling the use of data is heartening for consumer protection and legal compliance, and it enables 

organizations to meet unique compliance and business sector-based needs. However, there are several 

challenges associated with the adoption of PETs.  

The first challenge is the internal capacity and expertise within entities to deploy and manage PETs. This 

is a common issue across technical deployments that require specialized expertise, but since many PETs 

are not widely used yet, they can pose unique challenges. There is variability in the configuration 

needed to deploy PETs. Some techniques or systems may be able to function with limited support, while 

others need more oversight. Some technologies may also need to be used in conjunction with business 

enterprise systems, and therefore, require work to integrate and maintain those connections. Firms may 

depend on vendors to provide the technology or expertise the firms lack, but this gives rise to third-

party risk in the form of vendor management for critical Information Technology (IT) systems. Some 

technologies, such as homomorphic encryption, also require significant computing power, which can 

increase costs.19 

Another challenge is that PETs are in variable stages of maturity. While promising, some techniques and 

systems are still in early phases of development, and there is limited investment in ongoing research. 

Technology-driven firms with robust research and development funds are focused in this space,20 along 

with pockets of academic work, but PETs as a category are not yet widely studied. This variability in 

maturity and research adds to the complexity of PET adoption and makes it harder for firms to 

determine which PETs are appropriate and what resources they need to deploy them. There are recent 

calls for the United States National Science Foundation to support research on this topic,21 so research 

around PETs may accelerate in the future.  

The use of PETs does not ensure that firms are automatically more privacy-protective, or in compliance 

with new laws. In many cases, even enhanced techniques can be reversed or compromised, therefore 

PETs still need to be treated like any technical implementation, with oversight and management around 

use, access, and security. There is also a risk that new approaches may be used for processing activities 

that would otherwise not be allowable under the law. It is important for entities to use PETs to enhance 

privacy and confidentiality, rather than to circumvent other requirements. 

Additionally, while privacy preservation is considered positive, it may come into tension with new 

movements around data rights. If individuals request information about themselves, seek to port 

information to new providers, or would like data deleted entirely, entities need the capability to 

respond to those requests. Clarification has been sought around laws that provide for data rights 

because firms must associate data to individuals in order to comply but may prefer to use more robust 

and permanent de-identification techniques. Other laws make the development of these technologies 

challenging. For example, prohibitions against the re-identification of data make the testing of the 

strength of de-identification techniques difficult. Laws like the California Consumer Privacy Act (CCPA) 22 
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and the United Kingdom Data Protection Act of 201823 seek to remedy this by permitting reidentification 

to validate new privacy-preserving techniques. 

There is also an ongoing debate about how to balance the use of PETs, such as the privacy-enhancing 

practice of end-to-end encryption, with the ability of law enforcement to use technical backdoors to 

collect data as part of criminal investigations.24 End-to-end encryption means that as information is 

transmitted between devices, only the two end points will see readable data, while intermediaries, such 

as telecommunications providers that sit between end points, see unreadable data. Law enforcement 

argues that this restricts their ability to track criminals, while privacy advocates and companies feel that 

this is a basic step to limit unnecessary data collection and reduce privacy risks for large numbers of 

consumers.25 This tension with criminal investigations also occurs in the banking sector. Detailed 

information is required to prosecute financial crime and there is a question as to how much granular 

identifiable information entities, and service providers, like cloud storage, should be able to provide.  

A final challenge with certain PETs is a 

lack of incentive for businesses to 

implement them unilaterally. 

Technologies have been developed, but 

they may present an additional cost to 

implement or not be effective until a 

large portion of the market has adopted 

them. Examples of this include 

standardized formats and systems to 

enable multi-party computation, or 

networks that require collaboration 

such as market-wide digital identities.  

These challenges highlight that despite 

their promise, PETs come with tradeoffs 

between usability and privacy. This 

further enforces the importance of 

using PETs in conjunction with policy 

and governance systems and 

frameworks.  

 
Altering Data 

Data de-identification is an overarching term that encompasses a variety of methods and tools used to 

obscure identifying characteristics within datasets.  

Many data activities do not need to directly identify individuals or link them to associated data. For 

example, entities may only need to understand descriptive statistics, such as averages, or how 

customers are interacting with products as a group. For these use cases, there is an opportunity to 

permanently alter data to reduce the potential that it can be tied back to an individual. There are 
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situations where it is necessary to link individuals to associated data; for instance, to satisfy KYC or Anti-

Money Laundering (AML) requirements,26 or to monitor for fraudulent activities. In these cases, there is 

a potential to use reversable de-identification or moderate how much of the data are altered. Even 

when direct identification is necessary, reversable de-identification may be used to increase security 

while data are being stored, or to enable privacy-preserving analysis to identify trends. 

De-identification can also be applied to both direct identifiers and indirect identifiers. Direct data 

identifiers are data elements that uniquely identify an individual, such as first name, last name, home 

address, and Social Security Number (SSN). These types of identifiers are typically called Personal Data 

(under GDPR), Personally Identifiable Information (PII), Protected Heath Information (PHI) or Non-public 

Personal Information (NPI) in the context of different laws and regulations.27 Indirect data identifiers are 

socioeconomic or demographic types of information, such as gender, race, age, religion, income, etc. 

Indirect data identifiers can only identify an individual when they are aggregated together. For example, 

there are many individuals who are age 54, but there may be only one who is also male, lives in a certain 

zip code, and earns a specific annual income. The treatment of indirect data identifiers varies 

significantly across different laws and regulations.28 Notably, laws like GDPR and CCPA have extended 

the definition of PII to incorporate “identifiable data” including indirect identifiers such as Internet 

Protocol (IP) addresses.29 

 

There are different approaches to de-identification, including removing pieces of information, replacing 

information, adding information, and creating synthetic or falsified versions of information. 

Figure 2 describes the terms 

used in the report for each of 

these processes. Each data 

de-identification method has 

different privacy and 

usability trade-offs, as well as 

a corresponding mix of 

regulatory and operational 

risks. Organizations need to 

understand these various 

methods, and assess which 

techniques are most 

appropriate to maintain the 

privacy and confidentiality of 

individual information. 

Important considerations 

include the difficulty of 

reverse engineering the 

techniques to reveal identifiable information, and how information continues to be protected, even 

after de-identification measures are in place.  

Anonymization 

The term anonymization is used broadly in privacy discussions and can mean de-identification generally, 

or refer to specific techniques. For the purposes of this report, anonymization is the practice of 

Figure 2: De-identification Categories and Terminology 
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removing direct, or indirect, identifiers from a dataset. Anonymization is one of the original privacy-

enhancing techniques used across industries and organizations, though it has since proved to be 

relatively insecure if multiple data sources are combined. 

The removal of identifiers from data can be a manual or automated process. For automated processes it 

is important to confirm that the correct information is being removed. As discussed above, it is also 

important to consider when the removal of information is feasible for the use case.  

The major drawback to anonymization is that information that was removed from datasets can be 

reconstructed by combining information from different sources. In the 1990’s, Dr. Latanya Sweeney 

found that data that excluded direct identifiers (name, address, phone number, etc.) could still be used 

to identify individuals when combined with other databases, including those that are publicly available. 

Specifically, she found that 87% of the U.S. population could be identified using only their date of birth, 

gender, and zip code.30  The ability to uniquely identify individuals by combining data from multiple 

sources has only increased as data generation and collection on a global scale has increased, and 

sensitive data sets have been exposed through data breaches.31 New laws, such as GDPR, acknowledge 

this weakness and do not consider removing information a sufficiently strong form of de-identification.                                                                                                                                  

Pseudonymization 

Pseudonymization replaces a data element, such as an identifier, with a non-sensitive equivalent. This 

replacement can be reversible or irreversible. This is distinct from anonymization, which removes data 

elements entirely. Tokenization, masking, and generalization are different methods of 

pseudonymization. While these methods differ, one common characteristic is that the data used in-

place of sensitive or identifiable information is fictitious, but usable. This allows for ongoing processing 

and analysis of the data after pseudonymization.  

The terms deidentification and pseudonymization also appear in multiple U.S. laws and respected 

industry technical standards described in Figure 3. 

Tokenization replaces a sensitive data element with a token. Tokens are typically random strings of 

numbers and letters, and in many use cases they are intended to be reversible. One entity will have a 

key that matches tokens to the true information they represent. A common use of tokenization is in 

payment systems. When a consumer swipes a credit card at a merchant, that number is replaced by a 

token, and only the token is stored. The card networks have the key to know which tokens are 

associated with an individual’s true card number.32 

Masking is like tokenization in that it replaces pieces of data with random strings of numbers and/or 

letters. A key difference between tokenization and masking is that masking is typically applied to data 

in-use and it is intended to be permanent. Data in-use represents data that one or more computer 

applications process on an ongoing basis. Processing may involve the creation, editing, deleting, viewing, 

or printing of data. There are forms of masking that are dynamic within systems, so as data are 

accessed, they are automatically altered before any human interaction or analysis, and there is not a key 

to reverse this kind of masking.  

Generalization is a different technique that inputs a generalized term in place of a specific term. This is 

typically used on indirect identifiers. For example, instead of revealing a person’s true age, a generalized 

database might assign each person to an age range, like “18-30” or “31-45”. K-Anonymization is a 

related technique that sets a target for how many lines need to be generalized before no single 
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individual can be differentiated from a large group because they all now have the same generic 

attributes.33  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Concepts of De-identification in Laws and Standards 
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The category of pseudonymization is very mature, and there are several market standards for these 

techniques. The Payment Card Industry Security Standards Council (PCI SSC), for example, considers 

tokenization an approved method for protecting payment card data.34 

Unfortunately, like the challenge of anonymization described above, these methods don’t automatically 

create privacy, even if sensitive, identifiable information such as credit card numbers are obscured. MIT 

researchers found that they could uniquely identify individuals based on the metadata, or descriptive 

details, associated with their card transactions despite the use of tokens.35 Similarly, other reports argue 

that the wide use, and acceptance, of tokenization as a secure method of de-identification has created a 

“loophole”36 for entities to still use data that may continue to pose a risk to individuals.  

A challenge with masking and k-anonymization is that they work best with large data sets, since these 

techniques need enough individuals that generic attributes cannot differentiate any one person. Data 

that is protected using k-anonymity can still be vulnerable to attacks. For example, even if some 

attributes are generalized in a large data set, additional information could be added to pieces of the 

unaltered data to uniquely identify individuals.  

Differential Privacy 

Rather than removing or changing data elements to obscure identifiers, differential privacy adds 

random, additional data, or “noise.” The goal of differential privacy is to add enough random, additional 

data so that real information is hidden amidst the noise. Differential privacy still allows for accurate 

analysis to be done on data in aggregate, because despite the added noise the combined data can 

provide accurate signals. One of the benefits of differential privacy is that re-identification by combining 

data sets is difficult because an attacker would not know which information was true. Another 

important element of differential privacy is its adjustability. The amount of “noise” that is added to the 

underlying data has a direct relationship to how difficult it is for an attacker to identify true information 

about individuals in the dataset. Because of this, entities can set a privacy “budget,” and adjust the 

difficulty of re-identification. The tradeoff in inserting increasing amounts of noise into data sets is that 

the ability to identify true, averaged, trends or signals becomes more difficult. 

Additional data, or noise can also be added to the dataset at any point. Some entities combine 

differential privacy with secure hardware environments, also called “on-device analysis.” In these 

situations, noise is added before an entity ever receives the underlying information, and there is no 

reference to determine which data are fake. Noise can also be inserted after data are received by an 

entity. In these situations, entities can reverse the technique and reveal the true, identifiable data, if 

they have a key or reference that indicates which data were added. 

Differential privacy is a mature form of deidentification and is used by market actors,37 as well as the 

U.S. Census Bureau.38  

As mentioned above, the main drawback of using differential privacy is that as more fake data are 

added, the accuracy of data analysis decreases. However, the “noise” is added on a per-person basis. 

When data from lots of people is aggregated together, the random noise becomes less of a factor. As a 

result, large data sets are needed to preserve the ability to obtain accurate aggregate statistics. 

Differential privacy is most useful for analysis and processing that does not need to be tied to 

individuals, or for entities that have access to those large data sets and the necessary technical 

resources. 
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Synthetic Data 

Another form of altering data to protect privacy is the creation of entirely new, synthetic data. This is a 

step beyond pseudonymization, which replaces real data with altered data, or differential privacy, which 

inserts additional, fake information into real datasets. Synthetic data is commonly created through 

machine learning and mimics the characteristics of real-world data. The data are created by feeding real 

data into machine learning algorithms, which then identify characteristics and trends, and replicate 

those in synthetic information. Synthetic data may not always be classified as a PET because it can be 

used simply to increase the data available for training models, rather than an alternative to using 

sensitive data. 

A main benefit of using synthetic data is that it can be customized to many different use cases,39 while 

limiting the need to collect and store true information about individuals. Synthetic data can be used to 

train other models, or for testing new systems. For example, the United Kingdom’s Financial Conduct 

Authority hosted “Tech Sprints,” and provided firms with synthetic data that could be used to conduct 

experiments for product development.40 

While these uses are exciting, the process of creating synthetic data is not yet mature. A lot is 

dependent on the quality of the algorithms used to create such data. A significant challenge is that 

poorly created synthetic data can be reverse engineered back to the original data that was used to 

produce it, therefore revealing it. 

Another main drawback to synthetic data is its dependence on the quality of the original data that was 

used to train the machine learning systems. There may be bias in that original data, or it may not be 

representative for the intended use case, and synthetic data will replicate those issues. For example, 

synthetic data may not represent important outliers or unique characteristics of underrepresented 

groups.  

The risks of synthetic data being reversed engineered back to original data, or to introduce bias, can be 

mitigated through use of high-quality models, as well as the verification and testing of those models. A 

final, and important issue regarding synthetic data is that it still requires the collection and processing of 

real data, although on a smaller scale.41  
Shielding Data 

Privacy enhancing technologies that shield data do not alter the underlying information; instead, they 

make data unintelligible or unusable at certain times to prevent unauthorized parties from accessing it. 

Conversely, when data are altered, as described in the section above, they can remain in that state 

indefinitely and are still intelligible, or readable, for processing.  

For PETs that shield data, it is important to distinguish the three different states that data may need to 

be protected in: at-rest, in-use, or in-transit. There are different approaches to shielding data across 

these states because each state has different needs. For example, data at-rest are stored in a system at 

a point in time where no user is accessing or transmitting the data. Unused data can remain obscured or 

unintelligible. This is typically just an interim state, though, and data in-use are traditionally more 

difficult to shield because they need to be intelligible for processing. Advances in computing power has 
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enabled new techniques such as homomorphic encryption, which allows for data to stay shielded 

through processing. Data in-transit are typically encrypted while moving; however, they may be 

unencrypted at both end points, and therefore more vulnerable. 

Encryption 

The most recognizable and common form of shielding data is encryption. Encryption is a reversible 

process that converts data to an unintelligible form called ciphertext; decrypting the ciphertext converts 

the data back into its original form (referred to as plaintext). The purpose of encryption and decryption 

is to allow only authorized users to access the plaintext using a key for conversion. Even if unauthorized 

users get access to the encrypted data, or ciphertext, they will not be able to read it without having 

access to the key.  

Cryptographic algorithms, called ciphers, create random strings of characters to represent the 

underlying data. These algorithms have corresponding cryptographic keys, which are also strings of 

characters, and these are used together to change the underlying data into ciphertext. The longer and 

more complex cryptographic keys are, the harder it is for an adversary to crack the code and decipher 

the underlying plaintext data.42 Encryption can use the same key to both encrypt and decrypt data, or 

different keys.  

 

Symmetric key cryptography (also called private-key cryptography), uses the same key to both encrypt 

and decrypt data. Symmetric keys are relatively short, so the process of shielding and revealing, data is 

faster and requires fewer computing resources. It is also less resource intensive because only one secure 

piece of information, the symmetric key, needs to be managed. Symmetric key ciphers are typically used 

to encrypt data at-rest, in files and databases, because the entity storing the information is managing 

both sides of that process anyway. Symmetric encryption at-rest also occurs directly in computing 

devices to protect them from physical theft, such as disk or hard-drive encryption (see the section below 

on Privacy Enhanced Hardware). The best43 at-rest symmetric key ciphers are not computationally 

feasible to crack with current technology.44  

 

Despite its many advantages, symmetric cryptography has two important disadvantages that both 

pertain to key management. As described above, there is only one key that needs to be kept secret. If a 

user wants to share encrypted data with others, they will also have to share a copy of their one private 

key to decrypt the data. In this case, copies of the single key are created and distributed to authorized 

users. If any of these copies are lost, the data becomes vulnerable; therefore, exchanging and securing 

unique symmetric keys must be done carefully and it is challenging to scale. 

 

Asymmetric cryptography, also known as public-key cryptography, is slower than symmetric 

cryptography because different keys are necessary to encrypt and decrypt data. However, it is more 

scalable,45 since it is designed to enable secure key-exchange among multiple users. Asymmetric 

cryptography is based on a pair of keys that is generated for each user. One of the keys remains always 

private and is only known to the user, while the other is public and it is shared with any device the user 

would like to securely exchange data with.46 A fundamental principle of asymmetric cryptography is that 

the public and private key in the key pair can both encrypt and decrypt the data. However, during a data 

transfer only one of the keys (either the public or private) is used to encrypt data, and the other key is 

used to decrypt data, and vice versa.  
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When a user wants to share data, they will encrypt the information using a recipient’s public key. 

Asymmetric cryptography then ensures that only that recipient’s private key, can decrypt the message. 

In this way, many parties can have the tools to secure data, but only one receiver can decipher the 

information. Because of this functionality, asymmetric cryptography is commonly used to protect data 

in-transit. In today’s connected world, this includes extremely common use cases, such as e-mail, 

logging into a website, or exchanging messages on platforms, as well as digital currency applications 

such as sending and receiving Bitcoin. 

 

The other major benefit of 

asymmetric encryption is the 

ability to verify the source of 

data or communications. In 

this case, a private key is used 

to encrypt information, and 

any entity with the 

corresponding public key can 

verify the sender of the 

information. Using this flow, 

anyone receiving data knows 

that the data in fact came 

from a specific, verified 

source because only that 

source’s public key can reveal 

the underlying plaintext. 

Digital signatures and digital 

certificates take advantage of 

this feature of asymmetric 

cryptography to verify that 

data came from a trusted and 

verified source.  

 

Which entities have access to 

encryption keys, both 

symmetric and asymmetric, is 

important for privacy laws 

such as GDPR. Encrypted data 

are not intelligible, and 

therefore not identifiable to 

an individual, or covered 

under the law. However, if an 

entity holds the key to 

decrypt information, they still 

have responsibility because it 

can become identifiable at any point. Under some interpretations of GDPR, if an entity receives 

encrypted data, but does not have the key to decrypt the information, then they do not have the same 

responsibilities under the law.47  

Figure 4: Key Differences in Cryptography 
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Symmetric and asymmetric cryptography are very mature and form the backbone of the modern 

internet. A variety of protocols48,49 are used to enable everything from sending messages securely, to 

user authentication. 

Homomorphic Encryption  

While traditional encryption can secure data at-rest and in-transit, homomorphic encryption (HE) can 

shield data in-use. As described above, it is more difficult to shield data in-use because the data still 

needs to be intelligible for processing. Homomorphic encryption retains the usability of the data while it 

is shielded. This new form uses a special algebraic structure when it transforms the data, which enables 

arithmetic to be performed on the resulting ciphertext. There is still a key, typically asymmetric, that is 

used to decrypt the information, but the data can remain shielded throughout processing.50 

 

This technique is still in its early stages of maturity, but it has the potential to be used widely in 

applications ranging from smart contracts to payment processing.51,52 Some technology-driven firms are 

beginning to deploy the technique directly in their products.53 For example, homomorphic encryption is 

being used to monitor whether passwords saved in browsers were ever exposed in a data breach; 

however, the passwords themselves remain encrypted during this analysis.54 There are also different 

forms of homomorphic encryption, which vary based on the complexity of the computation that will be 

performed on the data. Categories of HE include partially homomorphic encryption, somewhat 

homomorphic encryption, and fully homomorphic encryption. If the analysis being performed on the 

data is limited to addition or multiplication, for example, partially homomorphic encryption is 

sufficient.55  

HASHING 

Hashing is a cryptographic function that transforms a file, folder, or even an entire disk drive, into a fixed size 
string of alphanumeric characters. In addition to hashes being of a fixed size, a hash function will always produce 
the exact same string of characters for a specific piece of data, or file. Hashing the same input at different times 
or on different devices should always yield the same output. 

Hashing is like encryption in the sense that it transforms data into an unintelligible format; however, hashing is 
not typically used to shield data from unauthorized access. Instead, hashing is primarily used in integrity checks, 
or to ensure that files, folders, or disk drives have not been modified.  

A hash is created for a file, folder, or disk, and it can be compared to the hash of the same file, folder, or disk 
drive at a later point in time. If the hashes match, then the information has not been altered. If the hashes do 
not match, then an authorized or unauthorized user has modified the data. 

The transformation process for hashing is also slightly different compared to encryption. While encryption is 
designed to work in two directions (i.e. encryption and decryption) using keys, hashing is a one-way process and 
is not intended to be reversed. Some hash functions are provably difficult to reverse – meaning it is theoretically 
impossible (or wildly impractical) to use the output of a hash function to figure out what the input was. These 
hash functions are referred to as being “cryptographically secure.” The ciphertext produced by weaker, non-
secure hashing algorithms can be more easily linked back to the original data.  

While hashing is not intended to shield data, and therefore falls outside of the scope of privacy-preserving 
technologies described in this report, it is an important technique for verifying the integrity of information in 
computer systems. For example, hashing is used to establish a chain of custody for data. Hashing is also used in 
conjunction with encryption to ensure message authentication and data integrity. 
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The main challenge with homomorphic encryption is the resources required to deploy it. Encrypted data 

is typically much larger, and therefore takes more processing space, compared to unencrypted data. 

This means that more storage and processing power are needed to encrypt, store, and decrypt data not 

only at-rest, and in-transit, but also in-use. The advent of quantum computing will make homomorphic 

encryption more accessible for commercial applications, but not all entities have the necessary 

resources available at this point.56 

Privacy Enhanced Hardware 

Computer manufacturers are increasingly introducing off-the-shelf, privacy-enhancing features to their 

product lines to address business and personal use cases. Regardless of the underlying use case, this 

kind of hardware is deployed to shield data flowing through devices. In business use cases, these 

technologies can reduce the reliance on employees to follow specific privacy and security protocols, or 

to perform the techniques and processes themselves. These technologies are not a primary focus of this 

report because they are commonly targeted for consumer use; nevertheless, they are important to 

understand as a form of shielding data. 

Examples of privacy-enhancing hardware features include: 

• Privacy screens that make it difficult for strangers to observe over a user’s shoulder. 

• Biometric authentication, including fingerprint and/or facial recognition. 

• Built-in webcam shutters. 

• Kill-switches that deactivate the microphone and webcam, as well as any wireless or Bluetooth 

connections on a particular device. 

• Drive encryption that keeps data shielded at-rest and ensures that the computer will start only 

when certain hardware and/or software conditions are met. 

• Anti-interdiction mechanisms that detect hardware and software tampering that may occur 

while a device is in transit from the manufacturer’s fulfillment center to the end user57. 

Many of these hardware features are available today for both businesses and individuals. 

 
Systems and Architectures 

The final category of PETs are new systems and processes for data activities. Rather than altering the 

data, or shielding it, systems and architectures create more secure and privacy-preserving ways for 

information to be handled. Some of these systems also enable greater transparency and oversight 

across data activities including collection, processing, transfer, use, and storage. 

Multi-Party Computation 

Multi-party computation is a technique that enables different entities to interact with data without 

revealing the complete underlying information. The technique designates data into multiple “shares,” 

which are distributed and analyzed by different entities. Splitting up the information means that if any 

one entity is compromised, the full data set is not put at risk. Multi-party computation can also be 
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combined with techniques such as homomorphic encryption, described above, so even the “shares” are 

not revealed during the analysis of the data.  

This technique can be used on existing data sets that are then split up and provided to different service 

provider or analysts, or it can be used to analyze data that already exists across different organizations, 

collectively. The use of multi-party computation across already distributed data has the added benefit of 

never combining it in one central repository, and thereby reducing risk even more. 

This technology is especially promising for activities that need large amounts of data, which could create 

additional risk if pooled together. A process known as “federated learning” trains machine learning 

models on data dispersed across multiple storage locations or entities. There are distinctions between 

these two techniques; multi-party computation is designed for privacy preservation, while federated 

machine learning is intended to enable a greater scale of computation across different devices.58  

Federated machine learning has vulnerabilities, in that the computations sent back to a primary server 

can be used to reveal the underlying data on a device.59 Privacy-preserving techniques like multi-party 

computation and homomorphic encryption can be used together with federated machine learning to 

combine the benefits of stronger privacy and confidentiality, with greater efficiency and scale.60,61  

A form of multi-party computation can also be done at a smaller scale through querying, or asking for 

confirmations from, databases without revealing underlying information. These systems can also hide 

the query itself from the entity holding the database or dataset to further protect confidentiality. A 

relevant use case could be to verify that someone holds a certain financial or physical asset, or degree 

from an issuing institution. A system can enable that query to be sent between entities, an analysis is 

performed on a database, and the binary answer is returned.  

Multi-party computation is a more mature PET, and many research organizations are using it today. For 

example, researchers from across the world were able to use multi-party computation in 2013 to 

perform analysis on scientific datasets without sharing individual-level data.62 There are also many 

different techniques used to accomplish multi-party computation. For example, Stanford University has 

developed their own approach called PRIO.63 

While multi-party computation holds promise, like all PETs there are several challenges to its use. One of 

the primary hurdles is the need to standardize data structures across the entities that conduct the data 

analysis. If different stakeholders have unique standards or systems, this can disrupt the ability of other 

systems to perform analysis on data from those entities, or to interpret results provided back.  

There are also certain checks and verifications that cannot be done during analysis because data are not 

visible to the entity performing the computations. For example, testing for representativeness in a 

dataset may be important for predictive machine learning so that biases are not introduced, but that 

may not be possible if only a portion of the data can be viewed. 

Finally, multi-party computation relies heavily on the capability and security of the dispersed servers 

that are conducting the analysis. This means that all the parties involved in a multi-party computation 

need to have strong cybersecurity controls and capabilities. 

Data Dispersion 

Data dispersion refers to a process where data are broken into smaller pieces and maintained across a 

distributed storage infrastructure that, typically, spans multiple geographic locations. In this process, 

software is used to break data fields up in a random way. For example, if a piece of data is a social 
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security number, the software will break apart the 9 digits in random chunks and store them in different 

places.  

Data dispersion can provide data security and enhanced privacy because even if a storage location is 

breached, or those files accessed, the information will not be complete, or comprehensible, without the 

remaining pieces. Information could still be compromised, but multiple locations would need to be 

targeted, along with the underlying software that broke the data into smaller pieces.  

Data dispersion can also improve scalability and 

performance of systems because smaller pieces of 

information are being stored, and it can be used in 

tandem with processes that create redundancy and 

backup storage. Data can be replicated, and then 

broken down into smaller pieces and stored across 

multiple devices. This is called storage slicing, and it is 

a concept similar to the mature Redundant Array of 

Inexpensive Disks (RAID) technology. RAID helps 

ensure data can be made available and reassembled 

even if some storage devices, or locations are 

compromised, or otherwise unavailable.  

Data dispersion can be used with other PETs such as 

encryption. The small chunks of information can 

subsequently be encrypted in storage, in a process 

known as database sharding, or “microsharding.”64 

Data dispersion is becoming much more common with the increasing use of Cloud services. Distributing 

storage through the Cloud has significantly reduced the cost and administrative burden associated with 

maintaining multiple storage locations required for dispersion. However, the distribution of data across 

multiple geographical locations can also increase compliance and availability risk. Since data can be 

dispersed across several geographical regions, and even across several Cloud service providers, outages 

can occur and make pieces of data inaccessible. Additionally, data may be subject to the laws and 

regulations of different jurisdictions, complicating regulatory compliance.65 

Management Interfaces 

As firms gather data, business systems are needed to make information accessible and actionable. 

Entities may want to centralize data, or link systems to make data usable across business units, while 

also preserving the confidentiality of that information. Management interfaces are software systems 

that sit between datasets or databases and the employees or entities that access those datasets or 

databases.  

These systems can perform several different functions to help preserve privacy and confidentiality. 

Management systems can create manual and automated access controls for databases. These access 

controls can be based on authorizations that only some employees have. Other access controls can be 

purpose-based, in which case, they restrict the use of information to activities that an individual has 

consented to. These systems can also perform security checks and maintain audit trails of any user who 
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accessed information, along with the purpose of accessing the information. This audit information can 

be fed into a centralized view to facilitate compliance monitoring.  

An important element of these kinds of systems is their ability to identify data types, tag information, or 

add metadata that describes certain characteristics of the data, such as sensitivity. For example, if 

information is identified as sensitive, systems can perform other privacy-enhancing techniques 

automatically and without human intervention, such as altering data, discussed earlier in the report. 

Additionally, sensitive information can be tagged to indicate that it belongs in a more restricted 

database. Data tagging can also be used to implement individual data rights, such as consent. 

Information that are collected can be tagged with the consent given, making it easier to identify any 

inappropriate use of that information. 

Management systems and data tagging can also be used across entities. Tags can be added during 

collection and processing that indicate what entities were involved in storing and analyzing information, 

which creates a lineage of responsibility. If errors are introduced or a breach occurs, it is, then, possible 

to identify the party at fault. 

The use cases for management interfaces and data tagging are very broad. Systems like this were 

initially used to manage electronic copyright laws, but today they can be used by almost any entity who 

collects, processes, or uses information. There is also the potential to blend data dispersion concepts 

with systems like this to give individuals themselves more insight into, and control over, data while 

keeping it protected. An example of this is the DigiLocker project in India, which uses a system of 

Application Programming Interfaces (API) to visualize data from many different government databases 

in one platform. The system does not pull data into a central repository; rather, it creates a 

representation of that information stored in other locations.66 

Like all types of PETs, there are a variety of challenges to management interfaces and data tagging. 

There are many different types of interfaces and entities offering data management systems. This makes 

it important to consider the quality of these systems, as well as whether a particular system is 

appropriate for an entity’s goals. A consideration around management systems is how granular the 

control over data is. Sometimes rules need to be set for an entire data set, or it can be done at a row, 

column, or cell level. Another variable are the different forms of access restriction. As discussed above, 

restrictions can be attribute-based, purpose-based, or specialized for an entity’s rules or business 

arrangements. Another important consideration is how management systems interact with storage 

systems, and other PETs that may be deployed. For example, data stored in a centralized location, or 

dispersed may impact how management systems work.  

A specific challenge with data tagging, or the addition of metadata, is that adding information with the 

intent to more securely track and process information, can create a new avenue to reidentify and tie 

data back to specific individuals. An important challenge to management interfaces is how they interact 

with changing law at the state, federal, and international level. Privacy- and data-related laws are 

evolving quickly, therefore many of these systems still need humans to monitor these changes and 

update processes. Finally, management interfaces represent significant security risks as single points of 

failure. Compromised management interfaces may allow unauthorized entities to access data, and/or 

move laterally across other systems that contain sensitive data. 

Digital Identity 
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As activities become increasingly digital, it is important to be able to verify that individuals are who they 

claim to be online. Today, vast amounts of data are collected and passed between many different 

organizations to perform digital identity verification. New, more comprehensive, systems have been 

proposed and implemented in some countries that could reduce the need to collect and share sensitive 

identifying information, and thereby preserve privacy.  

There are many techniques for identifying individuals physically and digitally that occur across a 

multitude of use cases. Different entities have specialized in performing narrow verifications for 

individuals. For example, the government’s Department of Motor Vehicles provides a physical certificate 

that proves your ability to drive legally, and it is also used as a source of broader identity verification. A 

multitude of other firms specialize in verification for authorizing payments, for Know Your Customer 

onboarding in financial services, for performing background checks, and much more.67  

Adding to this complexity is the need for both initial verification of an individual’s identity at the start of 

a relationship, and then authenticating that they are the same person each time they return. In the 

physical world, if someone shows identification to a security guard, that is the initial verification, but 

once the guard knows that persons face, they can just let them through with a glance. The digital world 

is not as simple. 

The initial step of verifying identities is typically done by collecting information from an individual, and 

then validating that with trusted sources, such as a government entity, like the DMV. This initial check 

can be wide ranging, and it is common to piece together information from multiple sources and make 

sure they match. Additional data may also be collected at the verification step to compare to 

subsequent authentications, such as digital behavior (typing style) and device information. 

Once an individual has been verified, there are different ways to authenticate them when they return. 

These are typically categorized as asking for (1) something they know, (2) something they have, or (3) 

something they are. The most common example of the first category are usernames and passwords, or 

security questions. Something someone has, or the second category, refers to the possession of 

authentication tokens. These can be VPN tokens that plug into computers, or an authenticator 

application on a cell phone. An example of this is when text messages are sent to cell phones to 

authenticate users. The final category, of “something people are” can be biometrics, like a thumbprint 

or even a heartbeat,68 or a new category of behavioral biometrics that is based on unique patterns we 

each create when we type or navigate webpages. 69 

When entities are authenticating returning individuals, they can use multiple forms of authentication, 

i.e. something that they know, have, and/or are, this is called multi-factor authentication (MFA). Any 

additional information collected at the earlier verification stage may also be used as a double check. For 

example, whether the same IP address is being used.   

Software providers create digital certificates (discussed in the sections above) which are transferred 

between their services, so individuals do not need to be constantly authenticated. When unique digital 

signatures, or traces for verified individuals, work across a single provider, this is called Single-Sign On 

(SSO). Digital certificates can also be used across different websites and providers; an example of this is 

Federated Identity Management (FIM).70 There are also common standards for digital verification and 

authentication used across markets, such as the NIST 800-63, FIDO, and W3C. 
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While these systems are used heavily today, they create several privacy concerns. The first concern is 

the amount of data that are being collected for initial verification and subsequent authentication. Much 

of this data, from location to biometrics, are highly sensitive. Another concern is the security of these 

systems. As more data are 

revealed in breaches, bad 

actors can easily use that 

information to steal 

identities. Furthermore, 

systems that only use a 

single form of 

authentication, like a 

username and password, 

which are both something 

the user knows, have 

become notoriously weak. 

The Financial Crimes 

Enforcement Network 

(FinCEN) estimates that there 

are billions of usernames and 

passwords, as well as 

sensitive personal 

information, currently 

exposed to fraudulent 

actors.71 

An additional challenge is the 

diversity of entities handling 

this data across different use 

cases, and their commercial 

incentives. While these 

entities may be very secure, 

there are simply more points of potential weakness where private information could be accessed or 

misused. The commercial nature of many of these verification and authentication services can also make 

oversight for issues like privacy and equitable access challenging. Many of the largest systems for online 

verification are run by technology-focused firms that fall outside of regulated markets like financial 

services. Because of this, it can be challenging to review these systems to make sure they are preserving 

privacy and treating different groups equitably. The concerns across privacy, security, and oversight in 

online identification are even more important as more and more services become digital. 

New proposals have been put forth, and implemented in different countries, that strive to create a more 

unified approach to digital identity. Two examples are decentralized systems utilizing blockchain 

technology,72 and centralized systems, typically run by governments or large trusted actors. 

Digital identity systems using blockchain technology create a shared, but distributed and immutable 

record across different entities, or nodes. Entities can add pieces of information, such as a degree, or 

confirm attestations, such as a government validating an online identity. A primary benefit of this kind of 

Graphic from OneWorldIdentity Digital Identity Landscape Report 

Figure 5: Digital Identity Use Cases 

https://oneworldidentity.com/2021-digital-identity-landscape/
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system is that individuals can reveal limited, but relevant information, such as their age, or simply a 

trusted confirmation, without providing additional, associated data. While blockchain is generally 

considered secure because you need the confirmation of multiple parties and once recorded the 

information it is immutable, recent evidence suggests that blockchains can be successfully attacked. If 

digital identities are managed on this kind of system, it is important to be conscious of potential 

software insecurities at the nodes that supply data and potential flaws in the underlying cryptography.73 

While these ideas are still early in their development, several private entities74 and consortiums75 have 

been established. One of the main challenges with the distributed approach to digital identity is the 

need for large-scale adoption to be effective. A large enough cohort of entities need to both provide 

identify verification and accept attestations for the system to work for individuals.   

Another unified system for digital identity that is being explored is centralization in one trusted entity, 

the most well-known being India’s Aadhaar program. The program was created by gathering 

demographic and biometric data from every Indian citizen, and then assigning them a unique 12-digit 

number.76  Estonia also has a nationwide digital identity system, and other countries such as Denmark, 

Finland, and Singapore77 have targeted identity utilities for certain sectors, such as financial services. 

Other examples of government-based systems include digital driver’s licenses, which have been 

explored in U.S. states.78 The value of centralizing this kind of identification with governments is that 

governments typically provide and manage physical forms of resident or citizen identification already, 

and the incentives between governments and individuals are, hopefully, aligned around keeping the 

underlying information secure and confidential.  

There are also private companies exploring how to provide and use, a unified, centralized digital identity 

beyond the single-sign on and federated systems described above.79 Like distributed systems, 

centralized forms of digital identity provision need scale to be effective, and it is not clear whether 

private entities can reach the same scale as government providers. While there are large entities with 

that potential, there is a 

related concern that they 

may not be incentivized to 

include marginalized 

populations. Additionally, 

if there are several 

different private entities 

competing, one single 

system may not be able to 

achieve enough market 

dominance to make it 

widely usable.  

Major challenges to 

centralized systems 

include security and 

accountability. Centralized 

systems create a single 

point of failure and can be vulnerable to attacks and/or corruption. For example, India’s Aadhar system 

has been a target for hackers and has been breached several times.80 Additionally, one system for digital 

ZERO-KNOWLEDGE PROOFS 

Zero-knowledge proofs are a cross-cutting concept that means information can 
be confirmed without revealing the underlying data the confirmation is based 
on. Zero-knowledge proofs occur across different types of PETs.  

In the digital identity space current and proposed systems can transfer a binary 
verification that someone is who they say they are without passing on a social 
security or driver’s license number.  

Asymmetric encryption can also provide zero-knowledge proof. Someone 
receiving asymmetrically encrypted data knows that the data originates from a 
specific source because only the sender’s corresponding public key works to 
decrypt the information. The existence of that unique pair of keys means 
additional information does not need to be gathered to verify the data source. 

Hashing can also provide zero-knowledge proof because it demonstrates that 
information has not been altered without revisiting the underlying data.   
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identity is extremely important for systemic stability and the digital economy, therefore it is essential to 

consider how oversight and accountability would work for either a government or private provider.  

Conclusion 

Privacy enhancing technologies are a fascinating and exciting set of tools that can help capture the value 
of data while keeping it secure, confidential, and private.81 Despite this potential, PETs are not 
standalone solutions to privacy and security concerns, and must be used in tandem with robust policy 
and governance systems. 

As regulators, policymakers, and businesses explore this space it is important to understand the diversity 

of techniques and systems that make up PETs, their different strengths, and goals. 

Methods of altering data, such as anonymization, are intended to be permanent, but can be reversed 

leading to privacy and confidentiality risk for entities and individuals. Techniques and systems that are 

intended to shield data are typically temporary, and they protect data across states of storage, transit, 

and use. A main risk to these PETs is the fact that they are designed to be reversed, and therefore it is 

important to know which entities have that capability. Systems and architectures are a broad category 

of PETs that can help both manage privacy and enable active individual data rights by tracking concepts 

like individual consent. This category also includes the potential for market-wide systems like digital 

identity which could reduce our overall dependence on data to verify individuals in online spaces. 

Finally, it is important for decision-makers to understand that these categories of PETs can, and many 

times should, be used together to increase privacy protection. 

The development and use of PETs is still in early stages, and while much of it is driven by sector-specific 
requirements and new regulation, there is a larger social shift towards “privacy by design”82 and 
minimizing data collection and use where possible. As this space evolves there may be a greater 
convergence around research, and the development of accepted standards for some of these 
techniques and processes.  

 

 

 

*These categories are based on the authors’ analysis of the PET space. The authors acknowledge that there are multiple ways to group 

these technologies, techniques, and processes. 

 

Figure 1: Categories of Privacy Enhancing Technologies* 
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Privacy enhancing technologies are a promising set of tools, techniques, and systems that can help keep 

data secure and private while still leveraging it to create value. PETs have the potential to enable both 

greater security and confidentiality of data across use cases, and to enable greater individual control over 

data by providing transparency, choice, and auditability within data systems. 

 

 

Given the nuances and ongoing evolution of this space, there are several important concepts and 
questions to consider moving forward: 

• PETs do not make activities inherently compliant with privacy regulations, and they should not 
be used to circumvent consumer protections.  

• PETs may be reversed; therefore, regulatory requirements around altering or shielding data 
should be focused on how difficult it is to reveal the underlying information, not whether it can 
be done at all. 

• More work is needed to determine whether there is a threshold when information can no 
longer be ‘reasonably’ associated with an individual. 

• PETs have the potential to create technical barriers to intentional or unintentional misuse of 
data within companies.  

• How PETs intersect with data rights, and whether individuals should retain rights around de-
identified information.  

• How business practices could evolve to minimize the collection and use of data. 83  

• How PETs may be used in wider digital public infrastructure for cybersecurity and cloud storage. 

• How PETs can be made affordable and accessible to all entities. 

While there is clearly more work to be done, many public84,85 and private86 entities are exploring the 
topic of PETs and their potential impact on financial services and beyond.  

The Federal Reserve Bank of San Francisco looks forward to continuing to participate in research and 
dialogue around privacy enhancing technologies and their applications.  
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