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This paper evaluates a number of non-structural measures
of the business cycle. It adopts a structural definition of the
cycle, interprets non-structural measures as noisy approx -
imations, and seeks a proxy that is reliable across a vari -
ety of plausible trend-cycle structures. The results favor a
consumption-based measure proposed by Coch rane (1994).
Across a variety of structures, it has the highest correla -
tion and coherence with stru c t u ral cy cl e s , and best mat ch e s
their dynamic properties. When applied to U.S. data, con -
sumption-based measures conform closely to the dates of
NBER recessions. They also yield a strong negative corre -
lation between the cyclical components of productivity
and hours , a fact that deepens the challenge to models
which emphasize technology shocks as the primary source
of business cycles.

The study of business cycles begins with the problem of
measurement. The chief issue concerns how to separate
macroeconomic data into trends and cycles. The empirical
literature contains a wide variety of competing methods,
some based on structural definitions of trends and others
based on non-structural definitions. Among the former
class, Blanchard and Fischer (1989) define the trend as that
part of output which is driven by permanent shocks. This
is a structural definition, as it requires a structural model
in order to identify permanent shocks. In one respect, this
approach is conceptually appealing because it defines the
trend in terms of economic dynamics. But it also entangles
the problem of measuring business cycles among all of the
hard problems associated with specifying and estimating
structural macroeconomic models.1

There are also a number of non-structural or statistical
measures of trends. For example, Beveridge and Nelson
(1981) define the trend in terms of the long-horizon fore-
cast of the level of output, which can be derived from a re-
duced form forecasting model. Similarly, Cochrane (1994)
argues that consumption provides a good estimate of the
trend level of output, since consumers also try to distin-
guish be t ween permanent and transitory movements in
income. Alternatively, Hodrick and Prescott (1997) and
Baxter and King (1995) define the trend as that part of out-
put which lies in a low-frequency band, and they use lin-
ear filters to extract measures of the trend.

Non-structural approaches offer one important practical
advantage. Because they do not condition on a structural
model, they separate the problems of measuring and ex-
plaining business cycles. But the non-structural approach
also suffers from an important drawback: there are infin i t e ly
many ways to decompose a growing time series into sta-
tionary and non-stationary components, and the choice of
decomposition matters. For example, various authors have
shown that stylized facts about periodicity, comovement,

1. See Blanchard and Quah (1989), Lippi and Reichlin (1994a,b), and
Cogley and Nason (1995a) for applications of this approach. Hansen
and Sargent (1991), Lippi and Reichlin (1993), Blanchard and Quah
(1993), and Faust and Leeper (1997) discuss some of the difficulties that
can arise.



and the relative importance of permanent and transitory
fluctuations are all sensitive to the choice of statistical de-
composition.2

Since the choice of decomposition matters, we need some
kind of criterion in order to guide our selection. A con-
vincing selection criterion must involve some economics,
since a criterion that lacked substance would be arbitrary.
Hence the non-structural approach to measuring business
cycles ultimately leads back to the economic approach, at
least to the extent of formulating a selection criterion.

This paper proposes a selection criterion and uses it to
rank a number of popular non-structural measures. The pa-
per adopts Blanchard and Fischer’s structural definition of
the business cycle and interprets non-structural measures
as imperfect proxies or noisy indicators. The problem, then,
is to look for a proxy that is reliable across a variety of plau-
sible trend-cycle structures.

I start with a simple dynamic macroeconomic model in
which output is driven by government spending and tech-
nology shocks. I follow the literature and alter the shock
dynamics in order to generate a variety of trend-cycle struc-
t u r es. In one version, both shocks are transitory, wh i c h
m a k es output “trend stationary” (TS). In other ve r s i o n s ,
government spending shocks are transitory but technology
shocks are permanent, and this makes output “difference
stationary” (DS). I also vary the innovation varia n c es in the
DS models in order to generate various deg r e es of trend re-
version. In one DS specification, a stoc h a s t i c trend domi-
nates the variation in output growth; this is consistent with
the interpretation of Nelson and Plosser (1982). Other DS
s p e c i fications have moderate to substantial deg r e es of trend
reversion and are more consistent with the interpretation
of Blanchard and Quah (1989).

I use these models to generate artificial data, and then
apply the methods of Baxter and King, Beveridge and Nel-
son, Cochrane, and Hodrick and Prescott. In each case, I
compute a number of summary statistics to evaluate co-
movements between the proxies and the structural cycle

and to compare the dynamic properties of the proxies with
those of the structural cycle.

I find that Coc h r a n e ’s idea dominates. Across the va r i o u s
structures, the consumption-based measure has the high-
est correlation and coherence with the structural cycle. It
also best replicates the dynamics of the structural cycle, in
the sense of matching its normalized spectrum. The con-
sumption-based measure often overestimates the ampli-
tude of the structural cycle, but a simple rescaling (based
on the mean amplitude of the four indicators) helps to mit-
igate this problem. The rescaled consumption-based meas-
u r e also has the highest R2 statistics.

When applied to post-war U.S. data, consumption-based
measures conform closely to the dates of NBER reces-
sions. The troughs in output, investment, and hours are
very close to NBER troughs, and there are no false signals
of recession. Consumption-based measures also suggest
that productivity and hours vary countercyc l i c a l ly. This fact
is significant because it reinforces the challenge to models
in which technology shocks are the primary source of busi-
ness cycles.

The rest of the discussion is organized as follows. Sec-
tion I describes various structural and non-structural meas-
ures of the business cycle and characterizes the errors that
each of the proxies makes. Section II describes the data
generating processes used in the simulations and illustrates
their dynamic properties. Section III applies the non-struc-
tural methods to artificial data generated by those models
and evaluates their performance as cyclical indicators. Sec-
tion IV applies the consumption-based approach to post-
war U.S. data and comments on the results. The paper
concludes with some simple advice: researchers who de-
sire a non-structural measure of the business cycle should
detrend output by regressing it on consumption.

I. STRUCTURAL AND NON-STRUCTURAL
MEASURES OF THE BUSINESS CYCLE

This section defines Blanchard and Fischer’s structural
measure of the business cycle and describes how it relates
to a variety of non-structural measures. Each of the non-
structural measures can be interpreted as noisy indicators
or imperfect proxies for the structural cycle, and this sec-
tion develops some intuition about the nature of the ap-
proximation error in each case.

Blanchard and Fischer’s Structural Definition

Let x t denote a vector of endogenous va r i a b l es that includes
output growth, ∆ln(yt), as well as other variables that have
been transformed into a stationary form. For example, thes e
might include error correction terms and growth rates of
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2. Nelson and Kang (1981), Harvey and Jaeger (1993), and Cogley and
Nason (1995b) show that periodic properties of the cycle, as measured
by its autocorrelation function or power spectrum, are sensitive to the
choice of statistical decomposition. King and Rebelo (1993) and Cog-
ley and Nason (1995b) show that some important measures of comove-
ments, such as the correlation between output and hours worked, are
sensitive to the choice of statistical decomposition. And Quah (1992)
shows that increments to the non-stationary component can be highly
variable or arbitrarily smooth depending on assumptions about the de-
gree of autocorrelation in trend growth. Hence, measures of the relative
importance of permanent and transitory fluctuations are also sensitive
to the choice of statistical decomposition.



This definition fo r m a l i z es the intuition that expected future
output growth should be higher than average when output
is below trend.

The Beveridge-Nelson method can be implemented by
specifying a reduced form forecasting model for output
g r owth and computing long-run forecasts using the Hansen-
Sargent (1980) prediction formula. Suppose that an econo-
metrician fits a reduced form model

xt = µ + R̂(L)ût ,

where R̂0 = I and ût is approximately white noise. Then the
Beveridge-Nelson cyclical component is

ct
BN = sy[R̂(L) – R̂(1)]ût/(1–L) .

One can rewrite this as the sum of the structural cycle plus
some noise:

ct
BN – ct

BF= sy{[SP(L) – SP(1)]ePt /(1–L)

+ [SP(1)ePt – R̂(1)ût ]/(1– L)} .

The first noise term reflects the degree to which the struc-
tural trend differs from a random walk. The Beve r i d ge -
Nelson trend is a random walk, whereas the structural
trend may not be. When a permanent shock hits the sys-
tem, the Beveridge-Nelson method anticipates the total ef-
fect of the shock and immediately assigns it to the trend.
In contrast, the structural trend incorporates the effects of
permanent shocks when output actually moves. The first
term vanishes if the structural trend is a random walk, and
it is likely to be unimportant if increments in the structural
trend are weakly autocorrelated or if the variance of per-
manent shocks is small.

The second noise term reflects the effects of approxima-
tion errors in the forecasting model. This term encompasses
a variety of specification errors, including omitted va r i a b l es ,
non-fundamental shocks, over-differencing, and prema-
ture truncation or other erroneous restrictions on lag poly-
nomials. The literature on Beveridge-Nelson detrending
suggests that ct

BN is highly sensitive to alternative reduced
form specifications (e.g., compare the univariate and bivar-
iate results in Cochrane 1994). This sensitivity is evidence
that the second noise term is often important in practice.

Cochrane’s Consumption-Based Measure

Cochrane (1994) suggests using consumption as a meas-
ure of the trend in output. This is also a forecast-based a p-
proach, but it substitutes consumers’ expectations of long-run
movements in income for those of an econometrician. This
approach is likely to be especially useful if the information
available to consumers is superior to that available to
econometric forecasters.
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other variables. Under weak regularity conditions, xt has a
structural MA representation:

xt = µ + SP(L)ePt + ST(L)eTt ,

where µ is the unconditional mean, SP(L) and ST(L) are ma-
trices of polynomials in the lag operator, and ePt and eTt are
vectors of mutually orthogonal, serially uncorrelated struc-
tural shocks. Permanent and transitory shocks are defined
in terms of whether they have long-run effects on the level
of output. The vector ePt represents shocks that have per-
manent effects on output, while eTt represents shocks that
have only transitory effects. Hence, sySP(1) ≠ 0 and syST(1)
= 0, where sy is a row vector that selects ∆ln(yt) from xt.
This representation may or may not be fundamental for x t.

Blanchard and Fisher define the structural trend as “that
part of output which is due to permanent shocks.” This is

τ t
BF = sy{µt + [SP(L)/(1–L)]ePt}.

Similarly, they define the cyclical component as “that part
of output that comes from transitory shocks,” and this is

ct
BF = sy[ST(L)/(1–L)]eTt .

The variable ct
BF is the object we seek to approximate.

Measuring it directly is difficult because a structural
model is needed to identify permanent and transitory shoc k s .
Various authors emphasize the difficulty of specifying con-
vincing just-identifying restrictions. For example, Hansen
and Sargent (1991), Lippi and Reichlin (1993), and Blanch-
ard and Quah (1993) emphasize the importance of prior
k n ow l e d ge about the location of moving ave r a ge roots. Sim-
i l a r ly, Faust and Leeper (1997) emphasize the i m po r t a n c e
of prior know l e d ge about the number of shoc k s . Dynamic
m a c r oeconomic theory does not impose general res t r i c t i o n s
on either of these features. Given the difficulty of ove r c o m-
i n g t h ese identification problems, it seems wo r t hwhile to ex-
plore the reliability of some non-structural measures.

Beveridge and Nelson’s 
Forecast-Based Measure

Beve r i d ge and Nelson (19 81) propose measures of trend and
cycle that are based on long-horizon forecasts. They define
the trend as the current level of output plus the undis-
counted present value of future excess growth:

where µy is the unconditional mean of ∆l n (yt). The Beve r i d ge-
Nelson cycle is output minus trend:

ct
BN = – Et [∆ ln( yt + j ) – µy]

j =1

∞

∑ .

τ t
BN = ln( yt )+ Et [∆ ln(yt + j ) –µy]

j=1

∞

∑ ,



If the output-consumption ratio is stationary, output and
consumption have the same mean growth rates, shocks that
are long-run neutral for output are also long-run neutral 
for consumption, and sySP(1) = scSP(1), where sc is a row
vector that selects ∆ln(ct) from x t . In this case, the output-
consumption ratio has the following structural MA repre-
sentation:

ln(yt/ct) = (sy – sc)[SP(L)ePt + ST(L)eTt ]/(1–L)

= ct
BF – sc[ST(L)/(1–L)]eTt

+ (sy – sc)[SP(L)/(1–L)]ePt .

Thus, the output-consumption ratio can also be written
as the sum of the structural cycle plus some noise. The first
noise term reflects the response of consumption to shocks
that are neutral in the long run, and the permanent income
hy po t h esis suggests that this term should have low va r i a n c e .
The second noise term reflects the difference between the
dynamic responses of output and consumption to perma-
nent shocks. The permanent income hypothesis suggests
that this term may be a problem, especially if a permanent
shock represents news that income will be higher at some
time in the future. For example, if technology shocks dif-
fuse gradually through the economy, consumption is likely
to rise in anticipation of the increase in income. The im-
portance of this term is likely to be an increasing function
of the variance of permanent shocks.

While the consumption-based measure is motivated by
the permanent income hy po t h esis, it is important to realize
that it is likely to be robust to certain departures from that
theory. For example, some economists believe that liquid-
ity or borrowing constraints are important for consump-
tion.3 Liquidity constraints might limit consumers’ ability
to smooth transitory shocks, thus increasing the variance
of the first noise term, but they would also limit the ability of
consumers to borrow in advance of a permanent increase
in income, thus reducing the variance of the second. Since
liquidity constraints would have offsetting effects on the two
sources of approximation error, their net effect on the ac-
curacy of the consumption-based measure is ambiguous.4

How does the consumption-based measure compare wi t h
the Beve r i d ge - Nelson cycle? Subtracting one from the other
yields

ln(yt/ct) – ct
BN = – [scSP(L) – sySP(1)]ePt /(1–L)

– sy[SP(1)ePt – R̂(1)ût ]/(1–L)

– sc[ST(L)/(1–L)]eTt .

The first term vanishes if consumption is a random walk.
Since consumption is nearly a random walk, this term is
likely to be unimportant. The second and third terms de-
fine a trade-off between the Beveridge-Nelson and con-
sumption-based measures. The second term reflects the
difference between the information sets available to con-
sumers and econometricians. If consumers have superior
knowledge about the structure or better information about
recent shocks, their long-run forecasts are likely to be more
accurate than those of an econometrician, and their supe-
rior knowledge might help mitigate reduced form approx-
imation errors that plague Beveridge-Nelson detrending.
Balanced against this advantage is the fact that the con-
sumption-based measure is contaminated by the response
of consumption to transitory shocks, which is reflected in
the third term.

Linear Filters

Hodrick and Prescott (1997) and Baxter and King (1995)
use linear filters to measure business cycles. The Hodrick-
Prescott filter is

HP(L) = [λ(1 – L)2 (1 – L-1)2 ]/[1 + λ(1 – L)2 (1 – L-1)2],

where λ controls the smoothness of the Hodrick-Prescott
trend. When applied to quarterly data , λ is almost always
set equal to 1600, in which case the Hodrick-Prescott fil-
ter approximates a high-pass filter.

Baxter and King propose a similar measure. Following
Burns and Mitchell (1946), they impose upper and lower
bounds on the duration of cycles: measured from trough to
trough, a cycle must last at least 6 quarters and must be no
longer than 8 years. Then they use band-pass filters to ex-
tract components whose periodicities range from 1.5 to 8
years per cycle.5

If we apply a filter, F(L), to data in levels, the corre-
sponding cyclical measure is
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3. However, for evidence to the contrary, see Attanasio and Weber
(1995), Shea (1995), or Meghir and Weber (1996).

4. In any case, because consumers who are subject to liquidity con-
straints are likely to engage in dynamic self-insurance, it seems likely
that liquidity constraints would have little effect on either term.

5. This motivation should be regarded as heuristic. The Burns-Mitchell
restrictions pertain to the duration between troughs, which are dated in
terms of certain left-tail events for output growth. For example, one rule
of thumb is that the NBER declares a recession whenever output falls
for two or more consecutive quarters. Then, when output returns to its
pre-recession level, the NBER dates the trough by locating the local
minimum. Strictly speaking, the Burns-Mitchell restrictions on duration
do not imply the Baxter-King restrictions on periodicity, in the sense
that there are other trend-cycle decompositions which are consistent 



ct
F = ct

BF – sy[(1 – F(L))ST(L)/(1 – L)]eTt

+ sy[F(L)SP(L)/(1 – L)]ePt .

Filtered cyclical measures can also be written as the sum
of the structural cycle plus some noise. The noise terms are
unimportant when two conditions are satisfied. First, the
spectrum for the structural cycle should have little power
outside frequencies for which 1 – F(ω)2 is small. Se c o n d ,
the spectrum for growth in the structural trend should have
little power outside frequencies for which F(ω)/∆(ω)2 is
small, where ∆(ω) is the transfer function of the difference
operator. If the first condition is violated, F(L) deletes in-
formation about the structural cycle that should be included.
If the second condition is violated, F(L) includes informa-
tion about the structural trend that should be deleted.6 Un-
less the structural trend and cycle reside at non-overlapping
frequency bands, which would make them nearly linearly
deterministic, the filtering approach is likely to involve a
trade-off between these two sources of noise.

II. DATA GENERATING PROCESSES

The previous section prov i d es some intuition about the
noise in each of the non-structural measures. This section
and the next execute a number of simulations that are de-
signed to quantify the importance of various approxima-
tion errors. This section des c r i bes the data ge n e r a t i n g
processes (DGPs) that are used in those simulations.

In specifying DGPs, I have four goals in mind. First, I
want to vary the relative importance of permanent and tran-
sitory structural components in order to encompass a range
of hypotheses discussed in the literature. Second, I want
consumption to satisfy a version of the permanent income
hypothesis in order to investigate Cochrane’s idea. Third,
I want to approximate the sample variance and autocorre-
lations of per capita GDP growth. And fourth, consump-
tion must be smoother than income.

All four goals can be achieved by using a simple real
business cycle model to generate data. Many real business
cycle models have weak internal propagation mechanisms,
so one can generate just about any dynamic pattern in out-
put by putting it in the shocks. Thus, the dynamic proper-

ties of output should be regarded as exogenous. The model
is really just used to compute the consumption path that is
optimal for various output paths. I make no claim that any
of the specifications presented below are good models of
the business cycle. I claim only that the DGPs generate out-
put paths that describe some prominent hypotheses in the
literature, that the associated consumption paths satisfy a
version of the permanent income hypothesis, and that the
dynamics of output and consumption are plausible.

Artificial data are generated using a two-shock real
busin ess cycle model developed by Christiano and Eichen-
b a u m (1992). There is a representative agent whose pref-
erences are:

where ct is consumption, N is the total endowment of time,
nt is labor hours, and β is the subjective discount factor.
Following Christiano and Eichenbaum, I assume that β =
1.03-0.25 and γ = 0.0037. There is also a representative firm
that produces output by means of a Cobb-Douglas pro-
duction function:

yt = kt
α(atnt)1–α ,

where yt is the flow of output, kt is the capital stock, and at

is a technology shock. The capital stock obeys the usual
law of motion:

kt+1 = (1 – δ)kt + it ,

where δ is the depreciation rate and it is gross investment.
Christiano and Eichenbaum estimate α = 0.344 and δ =
0.021.

The model is driven by technology and gove r n m e n t
spending shocks. The DGPs differ according to whether
technology shocks are trend or difference stationary and
according to the relative magnitude of the two shoc k s .
There are four versions.

The first DGP reflects a traditional approach to charac-
terizing business cycles. It assumes that both shocks are
neutral in the long run, which makes output trend station-
ary. TS representations for U.S. GDP have hump-shaped
impulse response functions, and the shocks are calibrated
to generate this pattern. Detrended technology shocks fol-
low an ARMA(1,4) process:

(1) (1 – ρaL)[ln(at) – µt] = (1 + θ1L + θ2L2

+ θ3L3 + θ4L4)eat ,

where ρa = 0.95, θ1 = 1.6, θ2 = 0.8, θ3 = 0.4, θ4 = 0.2, and the
standard error of eat is 0.00275. The MA po lynomial allows
technology shocks to diffuse gradually, reaching a peak at
a lag of about one year. The AR polynomial ensures that

Et{ β j [ln(ct + j ) + γ(N – nt + j )]}
j =0

∞

∑ ,
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with the Burns-Mitchell durations but which do not satisfy the Baxter-
King periodicity restrictions. Section IV gives an example. In the lan-
guage of Diebold and Rudebusch (1990), the Burns-Mitchell duration
restrictions can be formalized in terms of the notion of stochastic weak
periodicity, while the Baxter-King restrictions are closer to their defi-
nition of stochastic strong periodicity.

6. King and Rebelo (1993) emphasize the first source of noise, while
Cogley and Nason (1995b) emphasize the second.



total factor productivity reverts gradually toward its trend.
The result is a hump-shaped MA representation, which is
shown in the top panel of Figure 1. Government spending
shocks follow an AR(2) process around the technology
trend:

(2) ln(gt /at) = ḡ + egt/(1 – ρ1L)(1 – ρ2L) ,

where ρ1 = 0.9, ρ2 = 0.45, se(egt ) = 0.015, and cov(eat,egt )
= 0. The variable ln(gt /at) also has a hump-shaped MA
representation, which is shown in the bottom panel of the
figure.

Since both shocks are transitory, they both drive the struc-
t u r a l cycle in output, according to the Blanchard-Fischer
definition. They combine to produce the traditional hump-
shaped pattern in detrended output, which is shown in the
top-left panel of Figure 2.

The second DGP represents a modest perturbation of the
first. It sets the AR root in technology equal to one, so that
output be c o m es difference stationary, but it scales the tech-
n o l og y and government spending shocks so that most of
the variation in output is due to transitory shocks. Technol-
ogy shocks evolve according to

(3) (1 – L)ln(at) = µ + (1 + θ1L + θ2L2

+ θ3L3 + θ4L4)eat ,

where µ and θ(L) are the same as above but s e(eat) = 0.000 5 .
Government spending shocks still follow equation (2) but
with se(egt ) = 0.065. The MA representation for ln(at) is
shown in the top panel of Figure 1. Total factor productiv-
ity still builds gradually, but it reaches a plateau after about
one year and does not revert to trend. The MA representa-
tion for ln(gt /at) has the same shape as before but is scaled
up, and it is shown in the bottom panel of Figure 1.

Technology shocks now have a permanent effect on out-
put and drive the structural trend. Government spending
shocks have a transitory effect on output and drive the
structural cycle. The innovation variances are set so that
there is a great deal of trend reversion in output. For ex-
ample, the upper right panel of Figure 2 illustrates the re-
sults of estimating structural VARs using data generated
by this model. Most of the variation in output is due to tran-
sitory shocks, and permanent shocks are relatively unim-
portant. Hence, I call this the “Near TS” DGP.

The third DGP has the same structure as the second but
alters the innovation variances to increase the importance
of permanent shocks and to decrease the importance of
transitory ones. The goal is to generate an intermediate de-
gree of trend reversion, which is more consistent with the
results of Blanchard and Quah. Accordingly, this DGP in-
creases the magnitude of permanent shocks and reduces
the volatility to transitory shocks, so that se(eat) = 0.0012
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FIGURE 1

SHOCK DYNAMICS IN THE DGPS

TECHNOLOGY SHOCKS

GOVERNMENT SPENDING SHOCKS



COGLEY /EVALUATING NON-STRUCTURAL MEASURES OF THE BUSINESS CYCLE 9

ponent less variable. For example, structural VAR results
for this DGP are shown in the lower left-hand panel of Fig-
ure 2.

The fourth DGP retains the structure of the prior two
models but scales the shocks to reflect the interpretation of
Nelson and Plosser (1982), who argue that most variation

and se(egt) = 0.0 47. The MA representations for technol-
ogy and government spending shocks have the same shape
as those in the Near TS model but are scaled up and down,
respectively (see Figure 1). Similarly, the impulse response
functions for output have the same shape, but the perma-
nent component is more variable and the transitory com-

FIGURE 2

OUTPUT DYNAMICS IN THE DGPS

BQ MODEL NPMODEL

TS MODEL NEAR TS MODEL



in output growth is due to permanent shocks. To generate
data that are consistent with their interpretation, I set s e(eat)
= 0.0025 and se(egt) = 0.025. The MA representations for
the shocks are shown in Figure 1, and structural VAR esti-
mates of the impulse response functions for output are
shown in the bottom right panel of Figure 2. Consistent
with the interpretation of Nelson and Plosser, most of the
variation in output is due to the stochastic trend, and the
cyclical component is relatively unimportant.

III. EVALUATING THE
CYCLICAL INDICATORS

Each of the four DGPs was used to generate 1000 artificial
samples consisting of 180 quarterly observations. For each
sample, I computed the structural and non-structural meas-
u r es and compared their properties. The structural cycle wa s
computed by finding the path that output follows when all
the permanent shocks are set equal to zero. The Beveridge-
Nelson measure was derived from a fourth order VECM for
output and consumption.7 This appears to whiten the resid-
uals in all the DGPs, but it is only an approximation to the
true reduced form. I implemented Cochrane’s idea by re-
gressing the natural logarithm of output on the natural log-
arithm of consumption and collecting the residuals, but the
simulation results for the output-consumption ratio are es-
sentially the same. Finally, the filters were approximated
by truncating at lead and lag 12 and rescaling so that the gain
is zero at frequency zero. Since the filters use up the first
and last 12 observations in each sample, summary statis-
tics are computed using the middle 156 observations.

The proxies are evaluated along two dimensions. First,
how closely do they covary with the structural measure?
Second, how closely do their dynamic properties match
those of the structural cycle? To evaluate comovements, I
compute four statistics: the correlation, coherence, an R2

statistic, and the fraction of observations in which the prox-
i es and structural measure have the same sign. To evaluate
the indicators’ dynamic properties, I compare their nor-
malized power spectra with that of the structural cycle.

Do the Weathermen Know 
Which Way the Wind Blows?

Table 1 reports the median probability that the indicators
correctly signal whether the structural cycle is positive or

negative.8 This experiment is relevant to central bankers or
other po l i cymakers who wish to pursue countercyc l i c a l
policies. As Milton Friedman (1953) emphasized many
years ago, policymakers cannot effectively lean against the
wind unless they know which way it blows. As a be n c h m a r k ,
note that the DGPs are linear and have Gaussian shocks,
which implies that structural cycles are symmetric. Hence
a strategy of always guessing positive (or negative) would
be correct half the time.

The consumption-based indicator is a dominant strategy
on this criterion, with the Beveridge-Nelson method com-
ing in a close second. In data drawn from the polar DGPs
(TS and NP), the consumption-based and Beve r i d ge - Ne l s o n
indicators correctly signal the sign of the structural cycle
about 71 to 76 percent of the time. Their success rates rise
to about 86 percent when data are drawn from the inter-
mediate DGPs (Near TS and BQ). The Baxter-King and
Ho d r i c k - P r escott filters have lower success rates in all
DGPs. On average, the consumption-based indicator beats
the filters by about 13 percentage points.

Correlation and Coherence

Table 2 reports correlations be t ween the proxies and the
structural cycle. The consumption-based indicator is dom-
inant on this criterion as well. It is slightly better than Bev-
eridge-Nelson when the data are drawn from DGPs with
complete to moderate degrees of trend reversion (TS, Near
TS, and BQ), and it is superior when the stochastic trend
dominates (NP). In the latter case, the median correlation
for the consumption-based indicator is 0.734, while the me-
d i a n correlation for the Beveridge-Nelson proxy is 0.631.
Both of these methods have significantly higher correla-
tions than the Baxter-King and Hodrick-Prescott filters,
and the margin of improvement is an increasing function
of the importance of the stochastic trend. On average, the
consumption-based indicator beats the filters by roughly
27 percentage points.

Coherence functions are shown in Figure 3, and they ex-
hibit the same pattern as the correlation table. When data
are drawn from the TS DGP, the Beve r i d ge - Nelson, Ho d r i c k -
Prescott, and consumption-based indicators have high co-
herence with the structural cycle over most of the frequency
domain. When data are drawn from the DS DGPs, the co-
herences fall, but the consumption-based indicator has the
highest coherence at all frequencies. Thus the consump-
tion-based indicator appears to be the best measure on this
criterion as well.
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7. Although other forecasting variables may be useful in practice (e.g.,
see Evans and Reichlin 1994), they would be redundant in the simula-
tions because the DGPs have only two shocks.

8. Medians and standardized median absolute deviations are reported
because there are outliers in some of the simulations, especially when
data are drawn from the NP DGP.



R2 Statistics

The top panel of Table 3 reports median R2 statistics for
the proxies. These are defined as 1 – σ2

c–ĉ/σc
2 where σ2

c–ĉ

denotes the error variance and σc
2 is the variance of the

structural cycle.9 This metric yields a mixed bag: the con-
sumption-based measure works best when data are drawn
from the TS DGP, Beveridge-Nelson works best in the in-
termediate cases (Near TS and BQ), and the Baxter-King
filter works best when the stochastic trend dominates (NP).

To understand why the consumption-based indicator is
less successful on this metric, rewrite R2 as

R2 = (σĉ /σc)(2ρcĉ – σĉ/σc) ,

where ρc ĉ is the correlation between the structural cycle
and the indicator. R2 statistics reward correlation and penal-
i z e excessive relative amplitude. Since the consumption-
based measure has the highest correlation with the structural
cycle, it follows that its R2 problem reflects errors in rela-
tive amplitude.

Table 4 confirms that this is the case. When data are
drawn from the TS DGP, the consumption-based measure
comes closest to matching the amplitude of the structural
cycle. However, when data are drawn from DS DGPs, the
consumption-based indicator overstates the structural am-
plitude by 45 to 75 percent. The Beveridge-Nelson meas-
ure does quite well in the intermediate cases (Near TS and
BQ), and the filters are best in the NP case. Thus, no sin-
gle estimator of amplitude is best across all DGPs.

This result is problematic because choosing the bes t
measure of amplitude requires some know l e d ge of the struc-
ture. Some prog r ess toward robustness can be made by
using a combined estimator. For example, the last row of
Table 4 reports the mean standard error of the four prox-
ies, which is denoted σc̃ . This estimator works reasonably
well in the intermediate cases but is still off by 25 to 54
percent in the polar cases.

If we rescale the indicators using the combined estima-
tor for amplitude, we can also achieve greater robustness
on the R2 metric. Multiply the indicators by (σc̃/σĉ), so that
they have amplitude σc̃. Obviously, this does not affect
their sign, their correlation or coherence with the structural
cycle, or their dynamic properties, so this does not alter any
of the other simulation results. But the scale adjustment
does affect R2 statistics (see the bottom panel of Table 3).
Since the rescaled proxies all have the same amplitude, it
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9. Note that the error is not the residual from a projection, so this R2 is
not the square of the correlation coe fficient. And since the error need not
be orthogonal to the model value, this statistic can be negative.

TABLE 1

PROBABILITY OF CORRECTLY SIGNALING

THE SIGN OF THE STRUCTURAL CYCLE

TS NTS BQ NP

YC 0.756 0.865 0.865 0.763
(0.095) (0.076) (0.076) (0.076)

BN 0.737 0.865 0.853 0.712
(0.095) (0.076) (0.076) (0.095)

HP 0.679 0.731 0.724 0.609
(0.076) (0.067) (0.067) (0.057)

BK 0.679 0.731 0.718 0.609
(0.076) (0.067) (0.057) (0.057)

NOTE: This table reports the median probability of correctly guessing
the sign of the structural cycle, with standardized median absolute de-
viations in parentheses. YC denotes the residuals from a regression of
output on consumption, BN denotes the Beveridge-Nelson measure, HP
denotes the Hodrick-Prescott filter, and BK denotes the Baxter-King fil-
ter, while TS, NTS, BQ, and NP denote the various data generating
processes.

TABLE 2

CORRELATIONS BETWEEN MEASURED

AND STRUCTURAL CYCLES

TS NTS BQ NP

YC 0.735 0.923 0.912 0.734
(0.137) (0.072) (0.069) (0.111)

BN 0.696 0.922 0.899 0.631
(0.167) (0.072) (0.072) (0.183)

HP 0.568 0.674 0.628 0.349
(0.113) (0.089) (0.089) (0.114)

BK 0.570 0.670 0.624 0.349
(0.113) (0.087) (0.089) (0.118)

NOTE: This table reports median correlations, σcĉ/σcσĉ , for measured
and structural cyc l es, with standardized median absolute deviations in
p a r e n t h es es . YC denotes the residuals from a regression of output on
consumption, BN denotes the Beveridge-Nelson measure, HP denotes
the Hodrick-Prescott filter, and BK denotes the Baxter-King filter, while
TS, NTS, BQ, and NP denote the various data generating processes.



follows that the ranking on this metric is the same as the
ranking on the correlation metric. Hence, among the re-
scaled indicators, the consumption-based measure has the
best fit across all four DGPs. More importantly, the re-
scaled consumption-based indicator compares favorably
with the unscaled indicators (compare the top panel with

the first row of the bottom panel). Its fit is slightly better
than the Beveridge-Nelson measure when the data have
complete to moderate degrees of trend reversion (TS, Near
TS, and BQ), and it is superior when the stochastic trend
d o m i n a t es (NP). The rescaled consumption-based measure
is also superior to the filtered measures across all DGPs.

FIGURE 3

COHERENCE BETWEEN MEASURED AND STRUCTURAL CYCLES
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Dynamic Properties

The dynamic properties of the cycle and proxies are sum-
marized by their power spectra. For reasons emphasized
above, it is convenient to look separately at the variance
and the normalized spectrum (i.e., the spectrum divided by
the variance). The variance tells us whether the indicators
have the right total amplitude, which we know is a prob-
lem. The normalized spectrum tells us whether the indica-
tors have roughly the right autocorrelations.

Figure 4 reports mean normalized spectra for the va r i o u s
indicators and DGPs. Structural cyc l es have Grange r’s typi-

cal spectral shape: power is concentrated at low frequencies ,
and maxima occur at frequency zero. The consumption-
based and Beveridge-Nelson measures also have this spec-
tral shape, and they appear to match the structural spectra
quite well. On the other hand, the filters produce hump-
shaped spectra which have little power at low frequencies
and which peak at around 7.5 years per cycle. They match
the structural spectra less well.

The quality of the match is quantified in Table 5, which
reports the root mean square error for [ fcc(ω) – f̂cĉ(ω)],
where fcc(ω) and f̂cĉ(ω) denote the spectra for structural cy-
cles and indicators, respectively. The consumption-based
measure has the lowest root mean square error in all the
DGPs. The Beveridge-Nelson measure is a close second in
the intermediate cases (Near TS and BQ), but its fit drops
off sharply in the polar cases (TS and NP). Both of these
methods produce better results than the filters.

Summary

Collecting results, we can make the following case for the
consumption-based measure. Across a variety of trend-
cycle structures, it is the most reliable indicator of the sign
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TABLE 3

R2 STATISTICS

TS NTS BQ NP

A. UNSCALED INDICATORS

YC 0.525 0.600 0.525 –0.555
(0.193) (0.107) (0.138) (0.622)

BN 0.427 0.841 0.777 –0.214
(0.222) (0.134) (0.138) (0.544)

HP 0.283 0.418 0.384 –0.220
(0.111) (0.115) (0.111) (0.246)

BK 0.283 0.407 0.374 –0.176
(0.110) (0.110) (0.107) (0.237)

B. RESCALED INDICATORS

YC 0.458 0.840 0.824 0.247
(0.169) (0.135) (0.128) (0.349)

BN 0.421 0.840 0.801 –0.028
(0.199) (0.135) (0.133) (0.498)

HP 0.308 0.426 0.336 –0.687
(0.123) (0.127) (0.128) (0.379)

BK 0.311 0.418 0.329 –0.686
(0.123) (0.125) (0.131) (0.387)

NO T E: This table reports median R2 statistics with standardized me-
dian absolute deviations in parentheses. Panel A reports statistics for
unscaled indicators, and Panel B reports results for indicators that are
s c a l e d multiplying by σc̃ /σĉ, where σĉ is the standard deviation of the
individual indicator and σc̃ is the mean standard deviation of the four
indicators. YC denotes the residuals from a regression of output on con-
sumption, BN denotes the Beveridge-Nelson measure, HP denotes the
Hodrick-Prescott filter, and BK denotes the Baxter-King filter, while
TS, NTS, BQ, and NP denote the various data generating processes.

TABLE 4

RELATIVE AMPLITUDE OF MEASURED

AND STRUCTURAL CYCLES

TS NTS BQ NP

YC 0.63 1.41 1.45 1.75
(0.122) (0.155) (0.152) (0.317)

BN 0.50 0.98 0.97 1.37
(0.156) (0.112) (0.174) (0.409)

HP 0.38 0.49 0.53 0.94
(0.095) (0.089) (0.101) (0.206)

BK 0.37 0.48 0.52 0.90
(0.094) (0.088) (0.095) (0.202)

σc̃ /σc 0.47 0.85 0.87 1.25
(0.104) (0.091) (0.102) (0.231)

NOTE: This table reports the median relative amplitude, σc̃ /σc , of the
measured and structural cycles, with standardized median absolute de-
viations in parentheses. The last row reports the median relative am-
plitude of the combined estimator. YC denotes the residuals from a
regression of output on consumption, BN denotes the Beveridge-Nelson
measure, HP denotes the Hodrick-Prescott filter, and BK denotes the
Baxter-King filter, while TS, NTS, BQ, and NP denote the various data
generating processes.



of the structural cycle. It has the highest correlation and co-
herence with the structural cycle, and in its scale-adjusted
form its R2 statistics are consistently higher than those of
the other measures. Finally, the dynamics of the consump-
tion-based indicator, as summarized by its normalized
s p e c t r a, are the best match for those of the structural cyc l e .
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The chief deficiency of the consumption-based measure
is that it often provides poor estimates for the amplitude of
the structural cycle. Some progress can be made by rescal-
ing it using a combined estimate of the amplitude. Even so,
we should probably take the amplitude measure with a
grain of salt.

FIGURE 4

NORMALIZED POWER SPECTRA

BQ MODEL NPMODEL

TS MODEL NEAR TS MODEL



IV. CONSUMPTION-BASED
BUSINESS CYCLE MEASURES
FOR THE UNITED STATES

This section applies the consumption-based method to
post-war data for the U.S. The first part illustrates an addi-
tional virtue of the consumption-based measure, viz., that
it automatically adjusts for trend or drift breaks in the data.
The second part confirms that the consumption-based
measure conforms with wi d e ly shared priors about the dates
of U.S. business cycles. Then, following Prescott (1986), I
summarize the properties of consumption-based measures
in terms of their periodicity, comovement, and relative vo l a-
t i l i t y. This yields a surprising result: according to this meas-
u r e , productivity appears to be sharply countercyclical.

Trend/Drift Breaks

Perron (1989) hypothesizes that there are occasional, ex-
ogenous changes in the mean rate of growth in output.10

For example, he reports evidence of a trend break in 1929
in the Nelson-Plosser data set and another in 1973.Q1 in
post-war quarterly data. Dealing with a trend or drift break
is straightforward if the date of the break is known a pri-

ori, but problematic if the date is unknown. For example,
Christiano (1992) discusses the complications that arise
when the date of the trend break must be estimated.

The consumption-based approach provides a very sim-
ple way to circumvent this problem. For, since consump-
tion and income share a common trend, if there is a trend
or drift break in one, there will be a break in the other at
roughly the same time. Therefore, using consumption to
detrend income automatically adjusts for any trend breaks
that may be present and does not require prior knowledge
about the dates of those breaks.

This virtuous property is illustrated in Figure 5, which
c o m p a r es consumption-based measures of the cyclical com-
po n e n t of output with data that are detrended in accordance
with Perron’s results. The top panel reports results for the
private sector, while the bottom panel illustrates results for
data that include the government. Total output is measured
by real per capita GDP, and private output consists of this
measure minus real per capita government expenditures.
Consumption is measured by real per capita expenditures
on non-durables and services, but the results are robust to
the addition of consumer durables.11 The consumption-
based measure was estimated by regressing the natural log-
arithm of output on the natural logarithm of consumption.1 2

The scale-adjustment factors for output were nearly unity,
so I chose to report unscaled indicators. The data are quar-
terly, and the sample period is 1954.Q1 to 1994.Q4. Shaded
areas mark the dates of recessions, as determined by the
NBER.

The figure illustrates two salient points. First, the con-
sumption-based measure approximates the trend-break
model rather well. The correlation between the two is 0.75
for private sector GDP and 0.68 for total GDP, and the Bev-
e r i d ge - Nelson variance ratios, va r (∆τ t

B N) / va r (∆l nyt), are
0.28 and 0.31 for private and total GDP, respectively. The
latter suggests there is a significant degree of trend rever-
sion in output. The close correspondence between con-
sumption-based and trend-break measures of the business
cycle follows from the fact that consumption is smoother
than income and that the productivity slowdown begins to
show up in consumption data around the same time as in
output data.

Second, in one respect, the consumption-based measure
appears to be superior to Perron’s model. The latter misses
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TABLE 5

DYNAMIC PROPERTIES OF MEASURED

AND STRUCTURAL CYCLES

TS NTS BQ NP

YC 0.416 0.256 0.231 0.263
(0.278) (0.128) (0.147) (0.161)

BN 0.663 0.257 0.256 0.642
(0.309) (0.126) (0.179) (0.432)

HP 1.53 1.22 1.31 1.30
(0.164) (0.157) (0.155) (0.147)

BK 1.50 1.18 1.29 1.26
(0.176) (0.174) (0.172) (0.169)

NOTE: This table reports the median root mean square error (times 100)
for [ fcc(ω) – f̂ ĉc(ω)], with standardized median absolute deviations in
parentheses. YC denotes the residuals from a regression of output on
consumption, BN denotes the Beveridge-Nelson measure, HP denotes
the Hodrick-Prescott filter, and BK denotes the Baxter-King filter, while
TS, NTS, BQ, and NP denote the various data generating processes.

10. This is even more evident in data from other countries (e.g., see Cog-
ley 1990).

11. I chose to exclude durables because they represent household in-
vestment rather than consumption. Non-durables and services also pro-
vide marginally better forecasts of future output growth.

12. The private sector cointegrating coefficient is close to 1, so this is
essentially the same as the great ratio. The addition of the government
sector pushes the cointegrating coefficient away from 1.



the 1974 recession, which by most accounts was one of the
more severe recessions in the post-war period. This prob-
ably reflects uncertainty about the precise date or nature of
the trend break. In contrast, the consumption-based meas-
ure fits this recession well. Because the consumption-based
approach relies on less information about the date and na-
ture of trend breaks, it is likely to be more reliable around
the dates of those events.

Conformity with NBER Dates

One of the primary objectives of Baxter and King was to
produce a measure that is broadly consistent with the find-
ings of the NBER, and it is important to confirm that con-
sumption-based measures also satisfy this criterion.

Figure 6 reproduces the cyclical components of output
and also shows consumption-based measures of the cycli-
cal components of investment, average labor productivity,
and hours. Investment is measured by gross private do-
mestic investment, and productivity and hours are each
measured in two ways, in accordance with the two meas-
ures of GDP discussed above. The solid lines report results
for the private sector, while the dotted lines are for data that
include the government. Total hours are measured by hours
worked in non-agricultural establishments, and private
hours subtract out the government sector. Average produc-
tivity is non-farm output (total and private) divided by the
relevant measure of hours. All the variables are real and are
measured in per capita units.

The cyclical components of investment and average pro-
ductivity were estimated by regressing their natural log-
arithms on the natural logarithm of consumption. The
rationale for regressing investment and productivity on
consumption is a belief that these variables share a com-
mon trend with output. Hence, if consumption measures
the trend in output, it also measures the trend in investment
and productivity. The cyclical component of hours was es-
timated by subtracting the cyclical component of produc-
tivity from the cyclical component of output, so that the
cyclical components of the various series satisfy the pro-
ductivity identity.

The shaded areas in Figure 6 mark the dates of NBER
recessions. The cyclical components of output, investment,
and hours generally conform quite closely to the NBER
dates, and there do not appear to be any false signals of re-
cession. The troughs in output and investment often occur
in the same quarter as the NBER trough and always oc-
cur within plus or minus one quarter. In 6 of 8 recessions,
the trough in hours also occurs within one quarter of the
NBER date. The two exceptions are the 1970 recession,
when the trough in hours lagged the NBER date by three
quarters, and the 1990–91 recession, when it lagged by six.
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FIGURE 5

ADJUSTING FOR TREND BREAKS

PRIVATE SECTOR GDP
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The peaks in output, investment, and hours systemati-
cally lead the NBER dates by one or two years. I do not
regard this as an embarrassment because the peaks in de-
trended data should lead the NBER peaks, which are dated
using the level of the series (see Romer 1994). Growth that
is positive but slower than trend continues to raise the level
of output but reduces the deviation from trend. If growth

tends to slow at the end of expansions, peaks in detrended
data will systematically lead NBER peaks.

Average labor productivity varies countercyclically. Pro-
ductivity tends to grow more slowly than trend during the
latter half of expansions, often reaching a local trough
within plus or minus two quarters of an NBER peak. This
illustrates the end-of-expansion productivity effect, first
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FIGURE 6

CONSUMPTION-BASED MEASURES FOR THE U.S.
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noted by Gordon (1979). Then, during recessions, produc-
tivity tends to rise, usually reaching a peak within a year
after the NBER trough.

Relative Volatility, Periodicity, and Comovement

Figure 6 shows that investment is by far the most volatile
s e r i es, with a standard error that is roughly 4.75 times
larger than the standard error for output. Hours are ap-

proximately 35 to 50 percent more variable than output,
depending on whether total or private sector measures are
used. Average productivity is about 50 percent more vari-
able than output in the private sector, and it is about 20 per-
cent less variable than output when government is included.
This is a fairly standard ranking for relative volatility.

The periodic properties of the four measures are sum-
marized by their autocorrelation functions, which are shown
in Figure 7. Consumption-based measures are highly per-
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FIGURE 7

AUTOCORRELATIONS FOR CONSUMPTION-BASED MEASURES
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sistent. Their first-order autocorrelations are around 0.85
to 0.9, and higher-order autocorrelations decay slowly. The
cyclical components of output, productiv i t y, and hours have
Granger’s typical spectral shape: their power spectra are
concentrated at low frequencies and have peaks at fre-
quency zero. The spectrum for investment is concentrated
at medium frequencies, with a peak at around 6.8 years per

cycle. Low or medium frequency filtering would eliminate
much of the cyclical variability in output, productivity, and
hours, but it would do less harm to cyclical movements in
investment.

Comovements among the four series are summarized by
their cross-correlation functions, which are shown in Fig-
ure 8. These are defined as Extyt–k , so positive values of k
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FIGURE 8

CROSS-CORRELATIONS AMONG CONSUMPTION-BASED MEASURES
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refer to the correlation between current values of yt and fu-
ture values of xt, while negative values of k refer to the cor-
relation between current values of xt and future values of
yt. Investment and hours covary positively with output and
are nearly in phase, while productivity is out of phase with
output. Cyclical increases in productivity are nearly uncor-
r e l a t e d with contemporaneous movements in output and
i nvestment, but they tend to lead increases in output and in-
ves t m e n t by roughly one to two years.

The most interesting fact in Figure 8 is the negative cor-
relation between average productivity and hours: the con-
temporaneous correlations are –0.66 and – 0.77 for total
and private measures, respectively, and high levels of hours
forecast low productivity a few quarters hence. This fact is
significant because it deepens the challenge to models in
which technology shocks are the dominant source of cycli-
cal fluctuations.

One-shock real business cycle models predict that aver-
age productivity should covary positively with hours, since
a positive technology shock shifts labor demand outward.
Christiano and Eichenbaum (1992) show that this prediction
is counterfactual: while one-shock models imply a corre-
lation in excess of 0.9 in HP filtered data, the sample cor-
relation is around zero.13 Productivity is less procyclical in
multi-shock real business cycle models. Roughly speak-
ing, if there are shocks that shift labor supply as well as la-
bor demand, the productivity-hours correlation could be
positive, negative, or zero depending on the relative mag-
nitude of the shocks and on the dynamic responses of out-
put and hours. For example, in the Christiano-Eichenbaum
model, technology shocks still generate procyclical move-
ments in productivity and hours, but government spending
shocks generate countercyclical movements. The latter ef-
fect reduces the unconditional correlation to about 0.58 in
HP filtered data. The labor hoarding model of Burnside,
Eichenbaum, and Rebelo (1993) generates endogenous dy-
namic responses in output and hours, and this reduces the
unconditional correlation even further, to about 0.04 in HP
filtered data.

When the consumption-based approach is applied to
data generated by the Bu r n s i d e - E i c h e n b a u m - Re belo model,
the hours-productivity correlation is 0.25 with a standard
error of 0.16. Thus the model still suggests that productiv-
ity is weakly procyclical. But the sample correlation is
around – 0.7, which suggests that productivity is actually
strongly countercyclical. Hence the consumption-based
measure deepens the productivity puzzle. This fact sug-
gests that shocks which generate movements along a neo-

classical production function are more important for busi-
ness cycles than shocks which shift production functions.
It reinforces Christiano and Eichenbaum’s message that it
is important to find measurable economic impulses which
generate countercyclical variation in productivity.

V. CONCLUSION

This paper adopts a structural definition of the business cy-
cle and interprets non-structural measures as noisy indica-
tors. It calibrates a variety of trend-cycle structures and
looks for an indicator that is robust. A consumption-based
measure, originally proposed by Cochrane, seems to work
best. Across a variety of structures, it has the highest co-
herence and correlation with the structural cycle, and its
dynamics are the best match for those of the structural cy-
cle. Its chief weakness is that it often over-estimates the
amplitude of the cycle, and this can be problematic when
the stochastic trend is the dominant source of output fluc-
tuations.

When applied to post-war U.S. data, the consumption-
based indicators conform well with the dates of NBER re-
cessions. They also suggest that productivity and hours
covary negatively over the business cycle. This fact is con-
sistent with diminishing marginal productivity, and it re-
inforces the challenge to models in which business cycles
are driven primarily by technology shocks.

F i n a l ly, this analysis could be extended by adding to 
the lists of structures and indicators. Naturally, as our think-
i n g a bout plausible structures evo lves, so too will our
thinking about useful indicators.
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13. It is either weakly positive or weakly negative depending on how
hours are measured and on the sample period.
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