


EERN VIRTUAL SEMINAR

ANTON@KORINEK.COM

UNIVERSITY OF VIRGINIA, BROOKINGS, COMPLEXITY SCIENCE HUB VIENNA, NBER, CEPR
HTTPS://WWW.KORINEK.COM @AKORINEK


http://www.korinek.com/
https://twitter.com/akorinek

NONCONFIDENTIAL // EXTERNAL




NONCONFIDENTIAL // EXTERNAL

2010s: Deep Learning for
specialized Al

2022: LLMs as general-
purpose Al

2024: Reasoning models

2025: Al agents /o
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PACE OF ADVANCES IN Al

Frontier Al models are rapidly becoming better and more efficient

GPT-4 Price and Performance Trends

Token Pricing ($/1M tokens) LMSYS Score

Price per 1M tokens ($)
LMSYS Score

- Input Tokens -o- Output Tokens




THE PARADIGM OF REASONING MODELS

Two new scaling laws:
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STARK IMPROVEMENTS IN ANALYTIC BENCHMARKS

* solved 96.7% of 2024 AIME questions (top 100-200 humans)

* creation of new benchmarks: 25% of FrontierMath
* but: a single solution may require hundreds of books of reasoning

Similarly rapid progress in coding:

e SWE-bench

* rise of “vibe coding”
* Anthropic predicts “last line of code” in 2026



Al AGENTS

Al Agents are systems that autonomously pursue
goals via

* Strategic planning
* Using long-term memory

* Employing external tools

build on greater LLM reliability, longer context
windows, faster speed

also have growing use cases in economics




COMPARATIVE
ADVANTAGE
OF HUMAN /Al

(APRIL 2025)

Leading Al systems:

* broad general world knowledge

* superhuman performance in processing
information within context window

» “AGl subject to context window limits”

Humans:

* narrower world knowledge but specialization
means we can be deeper

* our knowledge persists

Comparative advantage:

* Bottleneck: information exchange human/Al
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Journal of Economic Literature 2023, 61(4), 12811317
htfps:ffdoi.argﬂ 0. 125?{}8120231 736

Witnessing the

productivity gains

from Allfrares Generative Al for Economic Research:

Use Cases and Implications for
FE.conomistst

front row seat

Semi-annual update: Generative artif LLMs Level Up—Better, Faster,
by describing do Cheaper: June 2024 Update to Section 3

ground research,

eral instructions of “Generative Al for Economic

of these, classifyi . .

that economists ¢ Research: Use Cases and Implications
ative Al to auton

of Al systems con fOl’ E(

AI«pow&md cogr Z ‘
ciated with this y ] ourna December 2024 Update of

the latest capabil

P Generative Al for Economic Research:
pplications of

Econom LLMs Learn to Collaborate and Reason
- The landscape o

1. Int



NONCONFIDENTIAL // EXTERNAL



http://www.genaiforecon.org/

Category Task Usefulness
Brainstorming

Ideation & Feedback — Feedback
Providing counterarguments
Synthesizing text
Editing text

Writing Evaluating text
Converting hand-written equations
Generating titles & headlines
Sumimarization

Condensing YouTube videos
Literature Research
Background Rescarch  Al-Powered Search
Formatting References
Translating Text
Explaining Concepts
Writing code
Explaining code
Translating code

Coding

0200200020000

Debugging code
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Category

Task

Usefulness

Data Analysis

Locating data sources
Creating figures

Extracting data from text
Reformatting data
Classifying and scoring text
Extracting sentiment
Simulating human subjects

Setting up models

Math Deriving equations
Explaining models
Social media posts
Presentation slides

Promotion Blog posts

Conducting interviews
Podcasts

0000 &2 00 "™




Chat 1 (ol-preview): The following is a no-arbitrage relationship between an
interest rate on new long-term debt in period t, Ry, and expected future short-
term rates, Ry :
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Can you log-linearize this expression around the steady state value of the interest

rates, which we denote by R*. and which is the same for both interest rates?

Denote deviations from steady state with lower-case variables.

Thought for 53 seconds |[drop-down menu summarizing reasoning steps|

To log-linearize the given no-arbitrage relationship around the steady state R*,
we’'ll start by rewriting the original equation and then expand it using first-order
approximations.

Original Equation:
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Chat 2 (ol-preview): Can you write python code to solve the Ramsey growth
model for standard parameter values?

Thought for 34 seconds |drop-down menu summarizing reasoning steps|

Certainly! Below is Python code that solves the Ramsey growth model using stan-
dard parameter values. The code sets up the diflerential equations representing
the Ramsey model, computes the steady-state values, and then uses a shooting
method to find the optimal initial consumption that leads to convergence to the
steady state. It then simulates the model over time and plots the capital and
consumption per capita.

import numpy as np

from scipy.integrate 1import solve_1ivp
from scipy.optimize 1import root_scalar
import matplotlib.pyplot as plt

# Parameters

alpha = 0.3 # Output elasticity of capital
rho = 0.04 # Time preference rate

delta = 0.05 # Depreciation rate
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ECONOMICS
OF SHIFTING
Al PARADIGMS

Traditional LLMs: relatively cheap
= $20/month

Reasoning models = ChatGPT Pro,
Claude Max at $200/month

Emerging agents: usefulness of
computation will soon be unlimited

* Sam Altman proclaimed he will soon offer a
$20,000/month “PhD-level scientist”
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The Age of Al: Technology A ... accelerating

Capital K ... reproducible -2 “Economic Policy Challenges
Labor L ... reproducible in the Age of Al,” NBER WP 32980
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https://www.imf.org/en/Publications/fandd/issues/2023/12/Scenario-Planning-for-an-AGI-future-Anton-korinek

Y
hS
l IMPACT OF AGI ON OUTPUT & WAGES

e Traditional wwe Baseline AGI w— Aggressive

1. Qutput

400

Rapid advances towards AGI
would

® turbo-charge growth

® but may depress wages
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— Challenge mo > distribution

@
Fundamental question: Do humans need work if they can’t earn a living from it¢

%
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® Redefining economic indicators and measurements
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025.

® Qe , Iopmen’r Magazine,
Dec. 2023.

® Intelligent financial system: how Al is transforming finance, BIS Working Paper,
June 2024



https://www.korinek.com/research
https://www.nber.org/reporter/2024number4/economics-transformative-ai
https://www.nber.org/papers/w32980
https://www.imf.org/en/Publications/fandd/issues/2023/12/Scenario-Planning-for-an-AGI-future-Anton-korinek
https://www.bis.org/publ/work1194.htm
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