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Abstract

We develop a multi-sector New Keynesian model to analyze the inflationary effects of climate policies.
Climate policies need not be inflationary, but can generate an inflation-output tradeoff whose size
depends on how flexible prices are in the “dirty” and “green” sectors relative to the rest of the economy,
and on whether climate policies consist of taxes or subsidies. A quantitative version of the model
calibrated to U.S. data on input-output linkages and sectoral heterogeneity in emissions and price
stickiness suggests that an increase in carbon taxes would generate a sizable tradeoff: containing the
impact on headline or core inflation would lead to a deep recession. But while sizeable, the tradeoft is
relatively short-lived as it wanes after one year.
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1 Introduction

Climate change will have widespread effects on the economy. One prescient concern is climate
change’s impact on price stability. Indeed, some policymakers have argued that we face a “new
age of energy inflation” (Schnabel, 2022), whereby central banks may be forced to live with a
persistently higher level of inflation as a result of both the physical effects of climate change and
the transition to a low-carbon economy. While this idea may seem intuitive, as a general statement
it is arguably incorrect: the adjustment in relative prices induced by climate change or policies can
in principle occur under any level of inflation. Moreover, monetary policymakers may still have the
necessary levers to meet their inflation targets, though doing so may involve a tradeoff with other
targets, such as the output gap.

The goal of this paper is to study these tradeoffs using both analytics and a rich quantitative
input-output model. Specifically, we ask how the green transition — policies such as carbon taxes
that reduce greenhouse gas emissions in order to limit global warming — affects monetary poli-
cymakers’ ability to pursue price stability. We focus on the inflationary effects of climate policy
because the green transition is an immediate concern for central bankers as policies aimed at dis-
couraging high emission activities and/or promoting clean energy have been already put in place
in many advanced economies, and more are likely to come.! We find that the green transition does
not force monetary policymakers to tolerate higher inflation, but can potentially generate a tradeoff
for policymakers. Two key factors drive this tradeoff. First, the relative stickiness of prices in the
“dirty”, “green” (clean energy), and the “other” sector (the rest of the economy) is a key deter-
minant as to whether monetary policy is able to keep inflation at its target while also stabilizing
output at its natural level. Second, the two types of climate policies analyzed in this paper — either
a tax on the dirty sector or a subsidy on the green sector — have dramatically different implications
for inflation and the tradeoff faced by the monetary policymaker.

We begin by documenting empirically the relationship between the “dirtiness” of a sector, as
measured by emissions per value added, and price stickiness. We find that prices in “dirty” sectors
tend to be more flexible than in the rest of the economy (section 2).

Next, we employ a simple framework to develop some analytical intuition about the forces at
play (section 3). We begin by studying the effects of a tax on the dirty sector, and use a two-
sector New Keynesian model where the dirty sector represents high-emission activities and the
other sector stands in for the rest of the economy, initially abstracting from the green sector. Each
sector is monopolistically competitive and features nominal rigidities; importantly, the degree of

price stickiness can vary across sectors.? In this simple model, there are no input-output linkages

"We do not study the impact of the physical effects of climate change itself on inflation, partly because the
implications of climate change for the economy, even if potentially large, are also very uncertain and hence more
difficult to discuss.

%In this model production uses only labor, and there is no capital nor investment. We suspect that a more complex



between the two sectors. Thus, “dirty goods” should be thought of as a stand-in for goods and
services with relatively high greenhouse gas emissions, both direct and indirect, while “other goods”
represent all other consumption.

The key lessons from the simple model are as follows. First, with fully flexible prices climate
policies would not pose any problem for an inflation targeting central bank—hence any tradeoff is
necessarily related to the presence of nominal rigidities. This is because the adjustment in relative
prices can take place under any level of overall inflation. Second, in the empirically realistic case
where prices are more flexible in carbon-intensive sectors, the transition creates a tradeoff between
keeping inflation low and closing the output gap. Intuitively, the tradeoff arises because the central
bank needs to nudge inflation in the sticky sector down so that the needed adjustment in relative
prices occurs with an overall inflation level that is in line with its target. But this nudge involves
cooling down the economy. If the central bank is not willing to do that, it may have to accept
temporarily high inflation. Finally, if instead climate policy primarily takes the form of subsidizing
a green sector with relatively flexible prices, rather than taxing a dirty sector, our conclusions are
reversed: the green transition is deflationary unless monetary policy engineers a positive output
gap.

To investigate the quantitative importance of our results, we calibrate a 396-sector version of
the model using input-output tables from the Bureau of Economic Analysis (BEA), Cotton and
Garga (2022)’s data set on sectoral price stickiness based on Producer Price Index (PPI) microdata,
and sector-level emissions data from the EIA and EPA derived using the methodology of Shapiro
et al. (2018) (section 4). This multi-sector version of the model is key for our quantitative analysis
for several reasons. First, the notion that dirty sector prices are flexible while clean sectors’ prices
are sticky, which is embedded in some two sector models in the literature, is an oversimplification
(as shown in section 2). There are several sectors that are quite dirty in terms of emissions—in
that they use a lot of fossil fuels as inputs—whose prices are quite sticky. For that matter, even
the prices of some energy sectors, like coal, are not all that flexible. Our granular multisector 10
model lets us assign to each sector the correct level of stickiness and emissions, via the input-output
matrix, without having to make oversimplifying assumptions.

Second, the literature studying monetary policy in network economies (e.g., Ghassibe, 2021;
La’0O and Tahbaz-Salehi, 2022; Rubbo, 2023; Afrouzi and Bhattarai, 2023) has emphasized the
importance of networks in the transmission of both monetary policy and relative price shocks, such
as those we study here. In particular, a quantitative analysis needs to take into account the fact
that dirty sector output (e.g., energy) is an input to other sectors, and that this may slow down the

adjustment in relative prices, since taxes to the dirty sector increase marginal costs for the rest of

economy where the green transition amounts to subsidizing/penalizing capital accumulation in the clean/dirty sector
will yield very similar conclusions, although we do not explicitly consider such an economy in our analysis.



the economy. Third, the multi-sector model allows us to investigate how the degree of substitution
in production between (dirty) energy and other factors of production impacts the inflation-output
gap tradeoff under different monetary policy regimes. Finally, we are able to consider how imposing
a carbon tax at different points along the supply chain (e.g., upstream vs. downstream) impacts
our main results.

We find that in this input-output model an increase in carbon taxes creates a sizable trade-
off between stabilizing inflation and the output gap. Under strict headline or even core inflation
targeting, a gradual increase in the carbon tax from 0 to 20 (2012) dollars per metric ton of CO2
leads to a dramatic recession.® Even trying to contain rather than completely suppress the infla-
tionary impact of the increase in taxes—for example bringing 12-month headline or core inflation
below 1 and .5 percent one year after the shock, respectively—Ileads to a very large recession, with
an average output gap of 30 and 8 percent over the year following the announcement of the tax.
We find that nominal wage stickiness is important in generating this tradeoff. If wages were fully
flexible, they would tank following the tax increase, counteracting the increase in marginal costs
due to rising energy prices and moderating the effect on core inflation. As suggested by the simple
two-sector model described earlier, heterogeneous price-stickiness is also crucial in generating this
result: In a counterfactual economy where all sectors have the same degree of price flexibility, the
same increase in carbon taxes would be much less inflationary.

At the same time, while the impact of the carbon tax on headline and core inflation is substantial,
it is fairly short lived. A central bank committed to closing the output gap would be forced to
tolerate a rise in headline and core inflation of almost 2 and 1 percent, respectively, after one year,
but little inflation afterwards. In this sense, we find that the tradeoff due to the green transition is
quantitatively not very different from those typically associated with large fluctuations in energy
prices: the rise in inflation is sizable, but mostly temporary, in that it does not last past one year.
All in all, we conclude that the green transition has limited implications for price stability. At least
for the size of the carbon tax we consider, a central bank that ‘looks through’ the effects of the
green transition in order to prevent a recession is unlikely to find its credibility damaged by the
ensuing inflation, which is considerably smaller than that experienced during compared with the

post-COVID inflationary outbreak.

Related Literature. While there are already a number of important empirical and model-based
works discussing the impact of climate change and climate policies on the macroeconomy, none of
them to our knowledge formally studies the tradeoffs faced by central banks, and the drivers of this

tradeoff.

3Within our model, this reduces long-run emissions by 40 percent, broadly in line with the Biden administration’s
commitment to reduce emissions to 50-52 percent of 2005 levels by 2030 under the Paris climate accord (https://www.
whitehouse.gov/climate/, https://www.epa.gov/system/files/documents/2023-04 /Data- Highlights-1990-2021.pdf).



Schnabel (2022) argues that physical and transition risks arising from climate change may be
inflationary. Schnabel classifies three sources of climate-driven inflation. First, “climateflation,”
where climate change increases the probability of natural disasters and severe weather events, which
lead to droughts, supply chain problems and other production disruptions that may put upward
pressure on prices. This climateflation captures possible physical risks of climate change, which we

do not study here for the reasons discussed above.* Second, “fossilflation,”

where the use of policies
such as carbon taxes to discourage the use of fossil fuels and reduce emissions may place upward
pressure on prices. This fossilflation is at the heart of the climate policy in our proposed analytical
framework. Third, “greenflation,” which arises from price increases in scarce commodities (e.g.,
lithium for batteries) as a result of the increased demand from the green energy sector. This
mechanism is unlikely to change our qualitative result that subsidies to the green sector are, on the
whole, deflationary, although it is in principle quantitatively important in attenuating this effect.

Most recent studies on the impact of transition policies have focused on their effects on output
(eg, Metcalf and Stock, Forthcoming), but a growing number also studied the implications for
inflation. Using VAR-based evidence, Kanzig (2022) finds that a carbon policy shock in Europe
leads to a persistent rise in energy prices (1 percent on impact, by construction) and a decline
in emissions, as one would expect.” The responses of headline prices are about one-fifth of the
response in energy prices, while prices in the rest of the economy (core) barely respond. Industrial
production declines for about two years after the shock. Importantly, the policy rate essentially
does not change. All in all, these responses are consistent with the simple model outlined below,
where energy prices are more flexible than core prices, and policy lets nominal energy prices do
all the adjustment in relative prices. Using local projections, Konradt and Weder di Mauro (2021)
find that while carbon taxes implemented in Europe and Canada impact relative prices, they have
no significant impact on overall inflation.® However, they also find that for a subset of European
countries where monetary policies are constrained, the effect on inflation is positive and significant,
in line with Kénzig (2022) and with related work by McKibbin et al. (2021).

Some authors, like us, have used New Keynesian frameworks to study the inflationary impact of
transition policies. Bartocci et al. (2022) use a two-country model with an energy sector, calibrated
to the euro area and the rest of the world, and find that an increase in carbon taxes generates reces-
sionary effects, which are ameliorated by accommodative monetary policy. Ferrari and Nispi Landi

(2022) focus instead on the role of expectations in determining whether emission taxes are infla-

*Faccia et al. (2021) examine how rising temperatures may impact inflation via higher food prices using a panel
of cross-country data, and find that while hot summers may drive up prices in the short run, the effects are either
negative or insignificant in the medium term. Ciccarelli and Marotta (2021) find evidence that physical risks work
as negative demand shocks while transition policies resemble downward supply movements.

*Kénzig (2022) uses a high-frequency identification approach based on changes in carbon future prices from the
Furopean Union Emissions Trading System immediately following regulatory events.

®This result is supported in recent work by Moessner (2022), who estimates the impact of emissions trading
systems and carbon taxes on a broad set of price indexes using a dynamic panel model for 35 countries.



Figure 1. Mean price change frequency of a good in a given sector vs CO2 emissions/value added
across 396 sectors in the United States
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Notes: This figure plots a bin scatter of the sector-level mean price change frequency against the sector-level CO2
emissions to value added. The emissions ratio is expressed in terms of kilotons of CO2 emitted per millions of US$
value added produced and is based on the direct usage of fossil fuels (oil, gas, or coal) in production, and is plotted
on a log scale. Circle sizes are based on the toal sector-level value added within a bin. Regressions of level on level
or log-level on log-level yield a positive and significant coefficient.

tionary or deflationary. Ferrari and Pagliari (2021) and Airaudo et al. (2023) consider optimal
policy under the the green transition in the world economy and in a small open economy, respec-
tively. None of these studies emphasizes the importance of relative price stickiness in determining
the tradeoffs faced by monetary policy, or consider a realistically calibrated network economy, as
we do. In contemporaneous work issued after the publication of our working paper, Olovsson and
Vestin (2023) and Nakov and Thomas (2023) use simple New Keynesian models with an energy
sector to study the tradeoffs faced by monetary policymakers during the green transition, along the
lines of our analysis in section 3. Finally, our work relates to the literature on heterogeneity in price
stickiness across sectors (Carvalho, 2006; Nakamura and Steinsson, 2010) and to the aforementioned
recent literature on networks and monetary policy (Ghassibe, 2021; La’0O and Tahbaz-Salehi, 2022;
Rubbo, 2023; Afrouzi and Bhattarai, 2023).

2 Price Rigidities and Emissions

In this section we document empirically the relationship between the “dirtiness” of a sector, as

measured by emissions per value added, and price stickiness. Specifically, we collect data on price



Table 1. Mean price change frequency and CO2 emissions value added for other vs. dirty sectors
in the United States

Sector CO2/VA Price A Freq.
Other 0.049 0.148
Dirty  1.326 0.205

Notes: Mean price change frequency and CO2 emissions per value added for other vs. dirty sectors in the United
States. Calculations are based on averaging of underlying sectoral information for sub-sectors in Other and Dirty,
respectively, where we split the 396 sub-sectors into two based on their emissions levels. See Figure 1 and Appendix
A for underlying sectoral information and for data sources.

rigidity and emissions intensity at the sector level. We source information on price rigidity from
Cotton and Garga (2022) that calculates the frequency of price changes at the goods level as the
ratio of the number of price changes to the number of sample months.” We compute the sector-level
average of these measures as our baseline measure of price rigidity. We follow the methodology of
Shapiro et al. (2018) to construct sector-level emission measures based each sectors use of fossil
fuels (oil, gas, and coal) in production along with fossil fuel emissions data from the EPA and EIA.
As in Shapiro et al. (2018), a sector’s emissions can be calculated based on its direct use of the
fossil fuel sectors in production as well as a total measure that incorporates the indirect usage via
the full input-output network.® A sector-level emissions intensity is defined as the ratio of CO2
emissions to value added, using 2012 BEA 10 data, to obtain a measure is expressed in terms of
kilotons of CO2 emitted per millions of US$ value added. Appendix A describes all details of our
data construction.

Figure 1 plots a bin scatter of the sector-level price rigidity measure against the CO2/VA ratio
for 396 U.S. sectors based on direct emissions’ creation in production. The size of each bin’s circle
corresponds to the sum of the value added of all sectors in a given bin, so large circles represent
large value added. We further include individual solid points for the three fossil fuel industries,
though they are also included in their respective bin. Figure 1 shows that sectors with higher CO2
emissions (relative to value added) tend to have a higher average frequency of price change. Table
1 presents the average frequency for two equally sized groups of sectors with emissions above and
below the median, respectively, and shows that the frequency of price changes is about 0.15 for
dirty sectors and 0.20 for the rest of the economy. Figure 1 also shows that the simple notion that
dirty sector prices are flexible while clean sectors prices are sticky is not correct, however. There
are several sectors that are quite dirty in terms of emissions—in that they use a lot of fossil fuels

as inputs—whose prices are quite sticky. Even the prices of some energy sectors, like coal, are not

"Cotton and Garga (2022) construct their data set by using CPI and PPI price change data from Nakamura and
Steinsson (2008) and then creating a crosswalk for the goods and services with reported price frequency change data
to 2017 NAICS in order to create sector-level measures of price changes.

SFormally, total emissions are calculated using the input-output table’s Leontief inverse.



all that flexible. The granular multisector IO model we present in section 4 lets us assign to each
sector the correct level of stickiness and emissions, via the input-output matrix, wihtout having to

make oversimplifying assumptions.

3 Analytical Results from a Two-Sector Model

The goal of this section is to deliver qualitative insights using the simplest possible model. We
therefore start with a two-sector model, where the sectors are a dirty high-emissions sector that the
government wants to tax, and the rest of the economy. This two-sector model initially ignores a
green sector that produces low-emissions goods (such as clean energy) and that the government may
want to subsidize, but we will consider subsidies later in section 3.3. Thus, our two-sector model is
a relatively standard New Keynesian economy except that household consumption is an aggregate
of dirty goods, which may be taxed, and other goods. The economy consists of a representative

household, monopolistically competitive firms, a fiscal authority, and a central bank.

Households. The representative household solves
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where Wy denotes the nominal wage rate and T denotes net transfers from the government and
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monopolistically competitive firms. Consumption C} is a Cobb-Douglas aggregate of consumption
of other goods C} and dirty goods Ctd , each of which is in turn a CES aggregate of the varieties
C?(5), C2(j) produced by monopolistically competitive producers, with elasticities of substitution
ef and af respectively. Since the baseline model does not feature an input-output structure, dirty
goods should be thought of as a stand-in for goods and services with relatively high greenhouse gas

emissions, both direct and indirect, while other goods represent all other consumption.



The household’s optimality conditions imply the standard relationships
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where P; = (P?)Y(P1)'™7 is the aggregate price level, and S; = denotes the price of dirty goods

Py
relative to other goods.

Firms. The monopolistically competitive producer of variety j € [0,1] in sector i = o,d faces
a tax 7? (which may be negative, i.e. a subsidy) per unit of output produced. We will assume
T2 <0 and 7;‘1 > 0, i.e. other goods may be subsidized, while dirty goods may be taxed (a proxy
for carbon taxes and regulations). Firms produce using a linear technology Ytz (j) = AiLf; (j) with
labor as the only input and face quadratic costs of adjusting prices.” We assume these adjustment
costs as “psychic” (or, equivalently, they are transfers to households) i.e. they will not appear
in aggregate resource constraints. Thus, the nominal marginal cost for a firm in sector ¢ equals
M = % + T

A natural interpretation of the tax is that greenhouse gas emissions are proportional to pro-
duction of dirty goods, and the government taxes these emissions. However, we do not explicitly
model the emissions generated by the dirty sector, the effect of emissions on climate, or the effect of
climate on welfare and economic outcomes (eg, see Golosov et al., 2014; Kéanzig, 2022). Our focus is
on the effect of climate policy on inflation over the medium term; while a change in climate policy
will affect emissions and hence climate change, the effect of policy on inflation via this channel is
likely to be small over the horizon we are interested in.

The firm solves

- il iz’Pi._Ei P 2z’i
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where Q,; = ° tPgCg

(SDF). Taking the first-order conditions, assuming a symmetric equilibrium and using market

denotes the representative household’s nominal stochastic discount factor

9Section 3.2.3 discusses the effect of incorporating input-output linkages, but we relegate the derivation of these
results to Appendix B.2.



clearing to simplify the SDF terms yields the sectoral Phillips curves
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denotes inflation in sector i, and we define pf = ——¢ 1 to be the desired (gross)
i1 & —
markup in sector i = o, d. The cost of price adjustment ¥* may differ between sectors. In particular,

where II; =

prices in the dirty sector may be more flexible (U? < ), or even fully flexible (¢ = 0).

The relative price S evolves according to

St = Hf,St 1 (1)

CPI inflation is defined as IT; = (IT9)7(I1¢)*~Y

Monetary and fiscal policy. The monetary authority sets the nominal interest rate ;; the
fiscal authority sets taxes 7,°, ’7;‘1 and adjusts the lump sum transfer to households as necessary to
maintain a balanced budget. We assume government debt is in zero net supply (B; = 0,V¢) which
is without loss of generality since the economy features Ricardian equivalence. Rather than specify

a particular monetary policy rule, we will study outcomes under various different rules.

Market clearing. In equilibrium markets clear for goods in each sector and for labor:
Cl =Y/ =ALl, i=o,d,
LY+ LY = Ly,

Model solution. To solve the model, note that real marginal costs (deflated by prices in each
sector) can be written as
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Taxes i > 0 are isomorphic to a positive cost-push shock or increase in dirty firms’ desired
! 0 Td
markups: they tend to increase inflation. Taking # and ﬁ as given, (2) and (3) together with
t t

(1) gives us three equations in four unknowns, 119,14, S;, Y;. Given a specification of the monetary

policy rule and the path of taxes, these equations fully characterize equilibrium.



Taxes. We wish to study the macroeconomic effects of climate policy, modeled as the effect of
an increase in taxes on the dirty sector 7;d. Rather than working with taxes directly, however, it is

convenient to define the ‘virtual markup’ i} such that

11 T
Tl:_l__tl’ ’L:O,d.
T A &

7;d
pf
desired markup uf: both imply an increase in that sector’s virtual markup ﬁf, inducing producers

An increase in real taxes on dirty goods is isomorphic to an increase in dirty goods producers’

to prefer lower output and higher prices.

In the experiments described below, we assume productivity is constant in each sector, and
model climate policy as follows. The economy is initially in a steady state with zero CPI inflation
(Il = 1) and real taxes (or subsidies) consistent with 1%, = 1, 5%, = 1. At date 0, it becomes
common knowledge that the tax on dirty goods will increase such that ,uf converges to a higher
long-run level ﬁ‘éo > ﬁg:

i —Infid, = p" ' (Indy —Inpd),

where p governs the speed with which convergence to the long-run level occurs.

3.1 The Long Run and the Flexible-Price Benchmark

In this section we briefly describe the steady state after the taxes on the dirty sector have been
implemented and the effect of nominal rigidities has vanished. We also discuss the effect that the
whole dynamic path of taxes would have in a counterfactual economy where prices were always

perfectly flexible.

Flexible-price equilibrium. While we are ultimately interested in the effect of the green tran-
sition on inflation, which is only a meaningful topic in an economy with nominal rigidities, the
flexible-price equilibrium provides a useful benchmark. In the flexible price limit (\If’ =0,i=o0,d),
firms are free to set prices in each sector equal to their desired markup over marginal cost, and the

Phillips curves (2) and (3) become
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Relative prices, output, and hours worked in the flexible price equilibrium are given by
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We refer to the flexible price level of output Y,* as potential output.

Here we note that throughout, whenever we discuss efficiency, we ignore externalities associated
with higher output of dirty goods, which are not modeled here. Implicitly, these externalities are
the reason that the government would want to reduce the output of the dirty sector. What we call
the ‘efficient’ level of output features higher dirty-sector output than would be socially desirable.

Even when prices are fully flexible, the equilibrium may not be efficient owing to the distortions
arising from taxes and/or monopolistic competition. In the efficient flexible price equilibrium
(which maximizes the utility of the representative household), these distortions are absent and

g =y = 1. Asis standard in New Keynesian models, this requires subsidizing output to offset

e : T 1 : . : .
monopolistic distortions, —tz = —=;. Relative prices are then purely driven by relative costs of
t My
1 ) 1 .
production, Sy = A?/A%, aggregate output is Y; = E(Af)V(Af)lf'y, sectoral output is Y} = EA%,
i = o,d, and labor supply is L; = —. As mentioned above, we assume the economy starts out in

the efficient steady state, 1i°; = fi%

[l B

=1.

New steady state under a higher carbon tax. We will study the effect of an increase in

taxes on the dirty sector, which raises ﬁf > 1. Under flexible prices, this increases the relative

1A 1
price of dirty goods to Sy = ufA2/A? > A?/A¢, and reduces dirty sector output to EN_Z < EA?.
Hy

Given our assumptions on household preferences, this tax neither increases nor decreases output in
the other sector, and therefore it reduces aggregate potential output. Note that the proportional

reduction in the output of the dirty sector, relative to the efficient level of production, equals —;.

Mg
Thus, the policy we study can also be interpreted as a quantity target which reduces dirty sector

output by some percentage amount relative to its efficient level.
When productivity and ﬁ@ are both constant, the flexible-price equilibrium is also a zero-inflation

steady state of the sticky-price economy, featuring II7 = Hf = II; = 1. Given our assumptions on

11



taxes, the economy transitions from the efficient steady state to a new steady state with higher
relative prices S; = i, S_1 and lower aggregate output Yo, = (ﬁﬁo)*<1*7)y_1.

In this new steady state the relative price of the dirty good — relative to the price for the rest of
the economy’s output — is going to be higher, because taxes increase the marginal cost of producing
dirty output. For this same reason, dirty output is going to be scarcer, which is the point of taxes
in the first place. In the main experiment we consider, taxes on the dirty sector will not affect the
flexible-price level of output in the other sector, and so the overall level of output will also be lower
than before. Since we consider a gradual increase in taxes, this decline in the flexible-price level
of output, Y;*. takes place gradually over time. More generally, whether taxes on the dirty sector
affect production in the other sector would depend on whether these taxes are used to subsidize
the rest of the economy or not, as well as on the degree of substitutability in consumption between
dirty and non-dirty output (our baseline model assumes a unit elasticity of substitution, i.e. Cobb-
Douglas preferences). Regardless, the central feature of the green transition is that it features a
decline in both the absolute size and the share of the dirty sector.

To achieve such an outcome, dirty output needs to eventually become more expensive in relative
terms. Is the green transition then inflationary? Not necessarily. A change in relative prices can
be achieved in many ways — by increasing the nominal price of dirty goods or lowering the price of
rest-of-the-economy output. Either combination works, and the ultimate result in terms of inflation
depends entirely on monetary policy. If prices are flexible, monetary policy only determines nominal
variables and not real allocations. Since the choice of the central bank has no consequence for real
activity, there is no reason why it would choose an inflation rate different from its objective.'® In
sum, when prices are flexible, the green transition per se is neither inflationary nor deflationary.

Any inflationary effects of the green transition therefore must have to do with nominal rigidities.

3.2 The Role of Nominal Rigidities

If nominal rigidities are present, taxes on the dirty sector may present the central bank with a
tradeoff between efficiently facilitating the green transition and maintaining low inflation. The
nature of this tradeoff, however, depends crucially on the relative degree of nominal rigidities in

the dirty sector and the rest of the economy, as discussed below.!!

19 As shown in Woodford (2003) in a flexible price economy the central bank pins down expected (and hence average)
inflation by its choice of the nominal interest rate, via the Fisher equation, given that the real interest rate in such
economy always equals r”*, that is, it is independent from monetary policy.

"Tndeed, the literature has often argued that shocks to the relative price of energy are inflationary precisely because
prices in this sector are relatively flexible (Gordon, 1975; Aoki, 2001; Rubbo, 2023). Since the energy sector also
accounts for the majority of greenhouse gas emissions, one might suspect that prices are more flexible in dirty sectors
of the economy.

12



3.2.1 Relative prices and Sectoral Phillips Curves

We now study the behavior of inflation during the transition to a new steady state with higher taxes
on dirty goods. We loglinearize the system around the ‘new’ zero-inflation steady state consistent
with ﬁgo Without yet specifying a monetary policy rule, this yields four equations which can be

used to understand the macroeconomic tradeoffs introduced by the green transition:

= K2y — vy + (1 =7)(st — 5¢)) + BE7Y 4, (6)
7r§l = md(yt -y — (st —sp)) + 5Et7rg+1’ (7)
s¢ = s +ml—72, (8)
o= mg (1= )l )

Here lower case variables denote log-deviations from the new, high-tax steady state: 1 denotes
(the log-deviation of) aggregate output and s; := pf — pf denotes the price of dirty goods relative
to other goods. ; := —(1 —~)ud and s} := pd denote the log-deviations of the flexible price values

of y; and s;, and their evolution is given by

pi=p"tpdy, pdy <0, s =pdy <.
(where with some abuse of notation u¢ denotes the log-deviation of i from steady state). Note
that ,ug < 0 means that M‘Z is initally below its new steady state value.

Equations (6) and (7) are Phillips curves for the other and dirty sectors. These equations
relate inflation in the two sectors (70 and 7 respectively) to the deviation of aggregate output
y; and relative prices s; from their flexible price levels, y; and s;. These starred variables do not
depend on monetary policy, but do depend on climate policy: as described above, the gradual
introduction of a tax on dirty goods will gradually increase s;, and reduce potential output y;,
towards their new steady state levels. The sectoral Phillips curve slopes x° and x? measure the
degree of price flexibility in the other and dirty sectors respectively; again, Table 1 suggests that
the empirically relevant case is k% > k°. Equation (8) is an accounting identity stating that the
change in relative prices equals the difference in sectoral inflation rates. Finally, equation (9) defines
overall CPI inflation (where v and 1—+ denote the expenditure shares of the other and dirty sectors
respectively).

Why do relative prices enter the sectoral Phillips curves (6) and (7)? As in a l-sector New
Keynesian model, inflation in each sector depends on the marginal cost in that sector. This in turn
depends on that sector’s product wage, i.e. nominal wages deflated by the price of that sector’s
output. For any given real wage (i.e. nominal wages deflated by the CPI), an increase in the relative
price of dirty goods s; increases the product wage in the other sector, adding to inflationary pressure

there, and reduces the product wage in the dirty sector. Mathematically (abstracting from changes

13



in productivity and taxes):

Jye+ (1 —7y)sy fori=o,

i _ i _ i
mCcy = w—p; =we—p— Pp—p) = .
N ——— —_—— e — Yt — VSt for ¢ = d.
marginal cost product wage real wage relative price
in sector ¢ =Yt of sector %

3.2.2 The Role of Relative Price Stickiness

To understand what happens in our model economy when nominal prices are slow to adjust, it is
instructive to first consider a few special cases.

Case 1: Other prices fixed, dirty prices flexible. Start with the extreme case where dirty
prices are fully flexible (k% = 00), while they are completely sticky in nominal terms — that is, fixed

— for the remainder of the economy (k° = 0). In this case, our system reduces to

* 1 *
St = S + ;(yt — Y )a (10)
m o= (1—y)7rd=(1-7)As,. (11)

Equation (10) states that the relative price of dirty goods can rise above its flexible price level when
the output gap is positive (which raises wages and costs in the dirty sector); equation (11) states
that inflation is driven by dirty sector prices since other prices are fixed. In such a situation it is
obvious that the green transition would be inflationary: the only way to reduce the share of the
dirty sector, and increase the relative price of dirty goods, is for the dirty prices to move up (from
(8), if #{ = 0, implementing As; > 0 requires ﬂf > (). Since all other prices are fixed, overall
inflation needs to move up as well (from the definition of CPI inflation (7), if 7¢ > 0 and 7¢ = 0,
m¢ > 0). Changes in relative prices are necessarily associated with aggregate inflation. 2

Case 2: Other prices sticky, dirty prices flexible. Now maintain the assumption that

dirty prices are fully flexible (md = 00), but suppose that prices for the rest of the economy are

sticky, but not completely rigid (0 < k < o0). In this case, our system becomes

* 1 *
st = s+ ;(yt - ), (12)
HO
o= = (ye — v ) + BEimL g, (13)
m = 7+ (1 —7)As;. (14)

Here the central bank has a choice: as (14) shows, the central bank can engineer whatever level of
overall inflation m; it wants, while still allowing relative prices s; to increase, by picking inflation in

the non-dirty sector 7y. However, since 7y is determined by the Phillips curve (13), the only way

20lovsson and Vestin (2023) show that if monetary authorities only care about inflation in the other sector 77,
which is fixed, then the flexible price equilibrium is implemented. This is apparent from equations (10) and (11): if
7 fully adjusts so that relative prices are the same as in the flexible price equilibrium, then vy; = ;.
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to achieve this objective amounts to picking the level of output gap y; — y; for the economy. In
turn, this gives rise to the tradeoff mentioned at the beginning of this section.

For concreteness, suppose the central bank has a zero inflation target. In order to implement
such a target, and at the same time to achieve the required adjustment in relative prices, if dirty
output prices are rising there needs to be deflation in the rest of the economy. Such deflation can
only be accomplished by having a negative output gap, that is, a recession. Hence it is still true
that the green transition is per se neither inflationary nor deflationary. But in order to achieve
the desired level of inflation the central bank needs to exert some influence on aggregate economic
activity, so as to affect marginal costs in the sticky sector. Intuitively, in the presence of stickiness
the required nominal adjustment in the sticky sector needs a push from the central bank. This
push is not costless, as it hinges on the output gap and therefore generates a tradeoff.

If prices are sticky also in the dirty sector, k% < o, as will be the case in the numerical examples
discussed in the next section, the conclusions do not change. As long as prices are stickier in the rest
of the economy, the central bank can only achieve zero overall inflation by generating a contraction
in economic activity. Conversely, if prices were stickier in the dirty sector, implementing zero
inflation would require a boom in economic activity.

Case 3: Prices equally sticky in both sectors. However, in the knife-edge case where
stickiness is the same in both sectors (k° = Kt = k), no output gap is needed to achieve the
required adjustment in relative prices. Nominal prices in both sectors are just as sluggish, and
will gradually adjust in opposite directions without affecting overall inflation. Mathematically, our

system becomes

e = K&y —yi) + BEma, (15)
Asy = —k(s¢— ;) + PEAs;4. (16)

That is, we can write a standard aggregate Phillips curve for CPI inflation in terms of an output
gap which does not depend directly on relative prices. Similarly, relative prices are governed by a
second order difference equation which depends on their flexible price level sf, but not directly on
output.'® In this special case (but only in this case!), aggregate inflation is fully determined by the
aggregate output gap, while the evolution of relative prices depends on fundamental factors and is
unaffected by monetary policy. Despite the green transition, the monetary authority can close the
output gap while implementing zero inflation.

To understand this result, recall that changes in relative prices have opposite-signed effects on

1+B8+x—/AF+B+r)?Z—48 B

> 0. In the limit as prices in both sectors become fully rigid (v — 0), A — 1, and ¢ — 0, i.e.

13Solving this equation yields s; = As¢—1 + @Z)s}k, where \ =
K
1+x+81—-p—2A)
relative prices are fixed (s¢ = s;—1) and do not move towards their flexible price level; in the limit as both sectors
become fully flexible (x — 00), A — 0, 1) — 1, i.e. relative prices jump instantly to their flexible price level (s; = s} ).
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marginal costs in the two sectors: an increase in the relative price of dirty goods s; raises marginal
cost for the clean sector, and reduces it for the dirty sector. These effects must cancel out for

(expenditure-weighted) average marginal cost for the economy as a whole:

ey i= ymef + (1= y)mef = we = pr = [4(¢ = po) + (1= 1) (0 = p1)

=0 by definition of p;
In general, average marginal costs are not what determines aggregate inflation. Instead, marginal
costs in the more flexible price sector have an outsized effect on aggregate inflation. But in the
special case where k° = k% = k, it is average marginal costs that matter: we can simply aggregate
the sectoral Phillips curves to get the same aggregate Phillips curve as in a one-sector model,
equation (15).

There are two things to note about this special case. First, a zero output gap (v, — y;) still
implies that the level of output is declining in line with potential y;. But in itself, this does not
necessarily indicate an adverse tradeoff. Presumably when setting the tax on the dirty sector, the
fiscal authority traded off the cost of lower output against the (unmodeled) benefit from lower
carbon emissions. The monetary authority would not want to completely offset the effect of the
tax and prevent dirty output from declining, even if it was feasible to do so.

Second, while in this case the central bank can keep aggregate output equal to its flexible price
level while maintaining zero inflation, it does not follow that relative prices and sectoral output are
equal to their flexible-price levels. Nominal rigidities slow down the adjustment of relative prices
(this is easiest to see in the limiting case where k — 0; clearly if prices are fixed in both sectors,
(8) implies that relative prices and sectoral output shares can never adjust). In fact, in this case
monetary policy cannot do anything to speed up the transition. Not only do relative prices not
affect aggregate inflation; by the same token, the aggregate level of economic activity does not
affect relative prices.

The general case: Some numerical examples. When moving beyond the special cases just
described, one way to illustrate the monetary policy tradeoffs associated with the green transition
is to compare outcomes under two extreme policies: strict inflation targeting, which sets m = O,
and strict output gap targeting, which sets yx — y; = 0. The figures below present a numerical
example (this is not intended to be quantitative, and the parameterization and results are only
illustrative). The calibration is described in detail in Appendix B.1. The red lines show a calibration
with k% = k° = 0.01; blue-dashed lines illustrate the case with flexible prices in the dirty sector
(md = 00); magenta-dotted lines illustrate an intermediate case where the slope of the Phillips curve
is 5 times larger in the dirty sector, k% = 0.05. Black dotted lines show the flexible-price levels
of s¢, yi, and dirty sector output y¢. Dirty output (shown in the bottom-right panel) is given by
y,‘f = Yy — yS¢; this variable can also be interpreted as the level of emissions, and so the difference

between the colored lines and black dotted lines in the bottom right panel illustrates how nominal
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rigidities slow down the green transition, relative to the flexible price benchmark. Figure 2 plots
dynamies under strict inflation targeting m = 0. Figure 3 plots dynamics under strict output gap
targeting, 1 = yf. All variables are plotted as log-deviations relative to the new steady state

featuring lower output and a higher relative price s;.

Figure 2. Dynamics under strict inflation targeting
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k%, inflation targeting is equivalent to output gap targeting

As described above, when x° =
and so the red lines are identical across the two figures. Output remains equal to potential and
declines towards its new lower steady state level. The relative price of dirty goods increases, but
more slowly than in a flexible price economy since prices take time to adjust. Inflation in the dirty
goods sector is balanced by deflation in the clean goods sector.

‘When prices are more flexible in the dirty goods sector, the equivalence between inflation
targeting and output gap targeting breaks down. Maintaining an unchanged inflation target (m; =
0) requires implementing a larger decline in output, i.e. a negative output gap: output undershoots
its longer-run level. Conversely, keeping output equal to potential requires tolerating an initial
increase in overall inflation. A higher degree of price flexibility in the dirty sector makes this
tradeoff between output gap and overall inflation stabilization more pronounced. Under output
gap targeting, marginal costs increase in the dirty sector and fall in the clean sector (owing to lower
economic activity), but the increase in costs in the dirty sector has a larger impact on sectoral

inflation since prices in this sector are more flexible (compare the dotted-magenta and dashed-blue

lines in the top-middle and top-right panels of Figure 3). Thus, overall inflation increases (top-left
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Figure 3. Dynamics under strict output gap targeting
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panel). Offsetting this and stabilizing overall inflation would require reducing economic activity

even more to bring down marginal costs and prevent :l'rif from spiking.

3.2.3 Input-Output Linkages

‘We now briefly discuss how our conclusions would change if we allow the rest of the economy to
use dirty output as an input in production (this extension is described in detail in Appendix B.2).
Some of the intuition obtained from this very stylized 10 model will be useful in interpreting the
results from the full-fledged multi-sector model discussed in section 4.

Consider first the flexible-price economy, and suppose the policymaker introduces a tax on dirty
output in order to engineer the same proportional reduction in the gross output of the dirty sector
as in our baseline model. Holding the consumption share of dirty goods (1 — 7) fixed, the same
reduction in dirty output now implies a larger reduction in aggregate potential output y*, since it
also curtails production in the rest of the economy which uses dirty goods as an input. However, a
given reduction in dirty sector output can now be achieved with a smaller change in relative prices
s*, because dirty goods are used as an input to produce other goods, and so a tax on dirty goods
raises costs for the other sector.

‘With nominal rigidities, input-output linkages also quantitatively affect the tradeoff monetary
authorities face between stabilizing inflation and closing the output gap, although our qualitative

results remain largely unchanged. The Phillips curve for the dirty sector (7) remains the same,
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since dirty goods producers still only use labor as an input. The Phillips curve for the other sector

becomes
7 = K [(1 = woa) (Yt — i) + (1 — v + qywoa) (st — s7)] + BEi7 1y (17)

where w,q > 0 denotes the cost share of dirty goods in the production of other goods (and 1 — wyq
the labor share). Higher usage of dirty output by the other sector w,q > 0 makes the other sector’s
Phillips curve less sensitive to aggregate economic activity, but more sensitive to the relative price
of dirty goods. Intuitively, an increase in dirty sector prices now increases marginal costs directly
via the price of inputs, as well as indirectly by increasing the product wage for a given real wage.

Suppose prices are perfectly flexible in the dirty sector (nd = 00) but somewhat sticky in the
other sector (0 < k° < 00). As in our baseline model, since the relative price of dirty goods s; is
increasing, a central bank committed to stabilizing CPI inflation 7; must engineer deflation in the
other sector, which requires a negative output gap; however, this tradeoff is less severe than in our
baseline model. The relationship between inflation in the other sector 7y and the output gap is
the same as in our baseline. This is because the lower slope of the dirty sector Phillips curve with
respect to the output gap (k°(1 —wyq)) is exactly compensated by the higher sentitivity to s; — s;.
Since the output gap also has an effect on the relative price s; (dirty goods producers set prices
equal to marginal costs, which depend on wages and hence on the output gap) the overall effect
is identical. Thus as in our baseline, stabilizing the output gap implies zero inflation in the other
sector, and so positive CPI inflation. However, since the required increase in relative prices is less
dramatic than in our baseline, the gap between dirty and other sector inflation is smaller, and so
overall CPI inflation is lower, though still positive.'4

Again, the presence of a tradeoff depends on the assumption that prices are more flexible in
the dirty sector. Recall that when prices are equally sticky in both sectors (k° = %), there is no
tradeoff between stabilizing CPI inflation and closing the output gap in our baseline economy. With
input-output linkages, since firms produce not only for consumers but for other firms, CPI inflation
is not the relevant benchmark: instead, there is no tradeoff between stabilizing PPI inflation and
closing the output gap.'> PPI is higher than CPI inflation in the scenarios we consider, since it
puts a higher weight on dirty goods prices which are increasing during the transition. Thus, while
IO linkages may not change the tradeoff faced by a PPI-targeting central bank, they do make the
tradeoff less severe for a CPI-targeting central bank. In fact, when % = x°, the sign of the tradeoff
reverses: stabilizing CPI inflation requires running a positive output gap, i.e. preventing output
from falling as much as potential.

In sum, in the empirically realistic case where dirty sector prices are significantly more flexible,

14Mathematically, m = my + (1 — v)Asy; given 77, a smaller As; implies smaller 7.
5Since CPI equals PPI in our baseline cconomy without intermediate inputs, this implics that IO linkages do not
change the tradeoff between stabilizing PPI and closing the output gap.
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the standard tradeoff remains, but 1O linkages generally make it less severe. This is a somewhat
surprising result, as one might have thought that IO linkages would put the central bank in a more
difficult spot. Again though, while the tradeoff between stabilizing CPI inflation and the output
gap Y — y; is less severe, 10 linkages also increase the decline in y;, so closing the output gap

implies a steeper decline in the level of output ;.

3.3 Subsidies versus Taxes

In the experiment described above, the green transition is implemented through taxes on a dirty
sector. In reality, climate policy often (perhaps increasingly) instead consists of subsidizing “clean”
sectors — such as renewable energy or electric vehicles — which are substitutes for polluting activities.
Fully extending our analysis to allow for such subsidies would require (at least) a three-sector model
which explicitly models substitution between dirty and clean consumption. And arguably in order to
understand the motivation for (and potential advantages of) a subsidy-centered approach, it would
also be necessary to model the effect of subsidies on investment and endogenous technical change,
as well as the distributional effects of various policies. But as a very first pass, we can analyse the
inflationary effect of subsidies by ignoring the dirty sector altogether, and reinterpreting the sector
of our economy with more flexible prices as a clean sector whose production the government wishes
to subsidize.

In this case, the logic of our analysis above goes through exactly but with a minus sign, and
the conclusions are reversed. In the long run, subsidies reduce the relative price of clean goods,
and increase their production. If all prices were fully flexible, this change in relative prices need
not be deflationary. Even with nominal rigidities, the monetary authority could in principle offset
the effect of subsidies on aggregate inflation by appropriately choosing the level of the output gap.
But if the clean sector’s prices adjust more rapidly than in the rest of the economy, strict inflation
targeting requires engineering a positive output gap. An output gap-targeting central bank would
be forced to tolerate lower inflation.

In this sense, the model suggests that in principle policies such as the Inflation Reduction Act
passed by Congress — the climate component of which primarily consists of subsidies to the clean
energy sector rather than taxes on polluting activities — could actually be deflationary as advertised.

Needless to add, our model is not designed to quantitatively assess whether this is actually the case.

4 Multisector model

We now extend our analysis to consider a quantitative multisector model with production networks.

4.1 Model Environment

There are n sectors, i = 1, ..., n.
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Households The representative household solves

max E026t{ln0t —b/ ()db} (18)
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where W; denotes the nominal wage and T; denotes net transfers from the government and mo-
nopolistically competitive firms. Consumption C; is a CES aggregate of the products Cti produced
by each of the n sectors, each of which is in turn a CES aggregate of the varieties C’f (j) produced
by a continuum of monopolistically competitive producers in that sector. The elasticity of sub-

stitution between sectors is (, and the elasticity of substitution between varieties in sector 4 is
1
e
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i=1

. 1 . i g'—1 i
where P} = [/0 (Pi(j))" " Vgj for all 7 and the demand for variety j of good i is C}(j) =

Ci PtL (]) -
t PtZ °
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and sell labor services to the firms at nominal price W;. This yields the standard demand curve
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Firms Firms in sector ¢ have the constant returns to scale production function
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where Al is a Hicks-neutral productivity shifter, 7 is the elasticity of substitution between labor

and intermediate inputs, and IZ is a CES aggregate of ‘energy’ Ef and ‘non-energy inputs’ Nti :

v
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where v is the elasticity of substitution between energy and non-energy inputs, and ; is the energy
share of inputs for sector i. Etz and Nti are, in turn, aggregates of energy and non-energy intermediate

goods, respectively:
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where Zwij wa = 0 if j is a non-energy good, and w = 0 if j is an energy good.

Here ij denotes the quantity of good j used by firms in sector i. Note that the share of different
energy goods in the energy aggregate that is relevant for firms in sector i, EZ', may differ from sector
to sector. The index of intermediate inputs used by firms in sector & and produced by a firm in
sector 1, is given by the same CES aggregate as household’s consumption of sector ¢ goods:
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The cost minimization problem of a sector 7 firm is
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Here 7T; is the nominal carbon tax per unit of emissions, and e; is the emissions intensity of sector
i, i.e. the volume of emissions produced by producing one unit of gross output of good i. e; is
assumed to be fixed. We also define M/ to be the firm’s marginal cost inclusive of the carbon tax.

We will calibrate e; to raw emissions (which are nonzero only for oil and gas extraction and coal
mining). Thus, we assume that the carbon tax is imposed upstream, at the point of fuel production:
crude oil is taxed at the point it leaves the refinery, gas at the point it enters a pipeline, coal as
it leaves the mine. While in principle a carbon tax can be levied at various different points in the
supply chain, it is often argued that an upstream system is best as the number of fuel distributors
is much smaller than the number of end users, making an upstream tax much easier to administer
(Metcalf and Weisbach, 2009). The tax is based on the imputed carbon emissions per unit of
fuel, whether or not the fuel is actually used to produce emissions (for example, in our model if a
plastics manufacturer uses crude oil without producing emissions, it still pays the same price as an
oil refinery).

Firms face Calvo-type price rigidities. Each period, a firm in sector ¢ can change their price
with probability 1 — 6;; otherwise it remains unchanged. The optimal price for a resetting firm in

sector 7 at date t, P, solves

1

S
max Y Quab [P — M{1X{ i (21)
k=0 t+k
kPG R .
where Qi = B denotes households’ nominal stochastic discount factor between dates
A PiiiC,
t+kCttk

t and t + k.16

Monetary policy We will consider outcomes under the same two monetary policy rules as in

our simple two-sector model: (i) strict inflation targeting:

P
II; := =1
TR

and (ii) strict output gap targeting, in which the central bank keeps aggregate consumption (and
hence value added) equal to its level C} in a counterfactual flexible-price economy where 6; = 0 for
all i

Cy=Cf

As in the two-sector model, we consider experiments in which a carbon tax is announced at date 0

and gradually transitions to some long-run level:

t
Ter1 — 7 = p(r — 77), 70 = 0, where 7, := 2
t
16S‘clrictly speaking, since we have no aggregate shocks, this is known as of date ¢ and is just the price of a k-period
bond.
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Market clearing The market clearing conditions for each sector and for the labor market are

Ci+d X{'=Xli=1,..n (22)
j=1

Y Li=1L (23)
i=1

4.2 Calibration

We calibrate the model at a monthly frequency and set § = 0.96(1/12) We set the elasticity of
substitution between consumption goods n = 2, in line with Carvalho et al. (2021) and within the
range of estimates for upper-level elasticities of substitution in Hobijn and Nechio (2019). We set the
elasticity of substitution between labor and intermediate inputs = 0.6, in line with the elasticities
of substitution between materials and non-materials for manufacturing plants in 2007 estimated by
Oberfield and Raval (2021). The elasticity of substitution between energy and non-energy inputs
v can also be interpreted as the elasticity of businesses’ demand for energy. As summarized by
Bachmann et al. (2022), estimates of the short-run price elasticity of gas and energy demand mostly
lie between 0.15 and 0.25; we therefore set v = 0.2. Finally, we set the elasticity of substitution
between intermediate inputs £ = 0.1, towards the upper end of the range of estimates reported by
Atalay (2017).

We calibrate the monthly frequency of price change 1 — 6; based on price adjustment data
from Cotton and Garga (2022) as described in Appendix A. This data is not available for BEA
industries operating in the public sector; importantly, given our focus on energy, this includes
electric utilities.!” The U.S. Energy Information Administration reports that in 2018, nearly half
of all major US electric utilities tried to change electricity rates by filing a rate case.'® We therefore
set the monthly frequency of price change 6 = 0.5'/12 for both the Federal electric utilities and state
and local government electric utilities sectors. We drop the other 8 government sectors for which
price adjustment data are unavailable, together with the ‘customs’ and ‘households’ BEA sectors.
After dropping these 10 sectors, and splitting oil and gas extraction into two separate sectors, this
leaves us with 396 sectors rather than the 405 in the BEA tables. We manually classify some of
these sectors as ‘food’ or ‘energy’. As described below, as a baseline we set the wage stickiness
parameter 0, = 0.91/3 following Del Negro et al., 2015, but consider robustness to alternative

values, including flexible wages (6,, = 0).

'"The complete set of industries without price adjustment data are: Federal general government (defense), Federal
general government (nondefense), Federal electric utilities, Other federal government enterprises, State and local
government educational services, State and local government hospitals and health services, State and local government
other services, State and local government passenger transit, State and local government electric utilities, Other state
and local government enterprises.

183ee https://www.eia.gov/todayinenergy /detail. php?id=40133.
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Our model features a closed economy in which consumption is the only source of final demand.
In the data, there are other sources of final demand, including net exports, and there are also imports
and exports of intermediate goods. We deal with this by interpreting the data as a ‘fictitious closed
economy’ in which imports are produced by domestic producers, and model consumption equals the
sum of consumption, investment, government purchases and exports (without subtracting imports)
in the data. In addition, some of the output produced by our remaining 396 sectors is used as
intermediate inputs by the omitted sectors. To obtain a consistent input-output matrix, for each
remaining sector, we subtract from its gross output the usage of its output by omitted sectors.

That is, we set

P'X" = TotalOutput; — Z IntermediateUsage;; + Imports;
JjEOmitted

P'C' = FinalDemand; + Imports;

where IntermediateUsage;; denotes sector j’s usage of i’s product.

In our model exercises, we start from a steady state with zero carbon tax, and we abstract away
from any other tax. Thus, we calibrate each sector’s total costs M*X® in the initial steady state
as the sum of that sector’s compensation and intermediate inputs expenditure. We also calibrate
the labor share of total costs &;, the energy share of intermediates expenditure ¢;, and the share of

each sector’s energy and nonenergy intermediates spending allocated to each sector j, @5 and &5
i i

> PiCi
shows that the log-linearized dynamics of the model, and the percentage change in all steady state

respectively. Consumption expenditure shares 7; are simply calculcated as . Appendix C

variables following a change in taxes in the nonlinear model, depend only on these share variables,
and not on the structural parameters a;,;, etc.

Finally, we calibrate e; based on each sector’s total raw CO2 emissions, which are calculated
using EIA and EPA data as described in Appendix A. Again, raw emissions are nonzero for only

three sectors: oil and gas extraction and coal mining.

4.3 Results

We consider a gradual increase in the carbon tax, announced at date 0, from 0 to 20 dollars per
metric ton of CO2, where the size of the tax is chosen so as to achieve a 40 percent reduction in
emissions when the tax is fully implemented. This is broadly in line with the Biden administration’s
commitment to reduce emissions to 50-52 percent of 2005 levels by 2030.'° As in section 3 we assume
that the tax is implemented gradually following an autoregressive process with p = 0.41/12 (the

path of the tax is shown in figure A1 in the appendix).

9Seehttps:/ /www.whitehouse.gov/climate/. Net emissions in 2021 were already 17 percent below 2005 levels
https://www.epa.gov/system/files/documents/2023-04/Data-Highlights-1990-2021.pdf).
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Figure 4. Inflation dynamics under strict output gap targeting
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Notes: All lines show annualized log-deviations of each variable relative to the new steady state, i.e. we plot 1200x
the log deviation.

Figure 4 shows the inflationary implications of the carbon tax under strict output gap targeting.
The four panels show energy, headline, core, and wage inflation (monthly annualized) for different
values of the degree of wage stickiness. Energy prices, which are very flexible, respond strongly to
the rise in the carbon tax especially on impact. Since the tax increases gradually, energy prices keep
rising throughout the horizon. Since labor input plays a limited role in the production of energy,
energy price inflation is essentially the same regardless of wage stickiness. Wage stickiness instead
plays a key role for the effects of the tax on both headline and core inflation. When wages are
fully flexible (6, = 0, yellow lines) the impact of the tax on core inflation is very small—less than
a quarter of a percentage point. Headline inflation rises on impact together with energy inflation,
but then quickly falls below 50 basis points for the reminder of the horizon. This is not because
the increase in marginal costs associated with the rising cost of energy is small. Rather, the limited
response of core inflation is due to the fact that wages, if flexible, adjust rapidly to the new lower
steady state level and fall on impact by more than 15 percentage points, thereby reducing marginal
costs and almost fully compensating for the rising cost of energy.

Nominal wage rigidity prevents this sudden adjustment from taking place and results in a more

sizable and long lasting increase in both core and headline inflation. We show the impulse responses
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Figure 5. Inflation/output tradeoff at different horizons
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Notes: As described in the ‘i-;ext‘, the horizontal axis shows the average of the output éap (100x the log-deviation
of ¢ — cf from its steady state value of zero) over the first 12 months after the announcement of the carbon tax.
The vertical axis shows year-over-year inflation over the same period (i.e. the sum of 100x the log-deviation of
from its steady state value of zero, over the first 12 months). The left panel shows headline inflation and the output
gap, under monetary policy rules of the form am; + (1 — a@)(c; — ¢f ) = 0, for various values of a (strict output gap

targeting corresponds to & = 0). Blue dots show outcomes under sticky wages (6, = 0.9Y/ 3); red dots show flexible
wages (fly; = 0). The right panel shows core inflation and the output gap, and considers rules which put weight & on
core inflation, 1 — « on the output gap and no weight on headline inflation.

for values of #,, ranging from 0.7 (quarterly, as estimated in Smets and Wouters, 2007) to the higher
values obtained in papers using post-Great recession data and/or models with financial frictions (0.8
in Christiano et al., 2014; 0.9 in Del Negro et al., 2015; 0.96 in Del Negro et al., 2017). With §,, = 0.7
(quarterly) nominal wages still drop by more than 2 percent on impact (see figure A2), arguably a
large amount, but nonetheless the impact on core inflation is non negligible. With higher degrees
of wage rigidity that are more consistent with the evidence on downward nominal wage stickiness
(Grigsby et al., 2021) the response of inflation is even more notable, with 12-month headline and
core inflation at 2 and 1 percent above target, respectively, one year after the announcement. The
reason behind the rise in core inflation is that energy sectors, in spite of having relatively small
value added, provide important inputs for core sectors whose prices are sticky, as shown in figure
1, and whose output is an input for other sticky sectors (Afrouzi and Bhattarai, 2023). The rise
in marginal costs due to the carbon tax therefore propagates through the network, leading to core
inflation.

While the experiment is different, it is instructive to compare the relative magnitude of the VAR
responses of the various inflation measures to a carbon policy shock in Kinzig (2022). Kinzig finds

that a shock leading to a 1 percent increase in energy prices increases headline and core inflation
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by about 0.15 and 0.06 percent, respectively. In the sticky wages version of our model, the increase
energy price inflation is one order of magnitude larger than the increase in headline inflation, while
core inflation is about half of it. Nominal wages in Kénzig (2022) do not react for a few quarters
and fall only eventually, indicating some degree of nominal wage stickiness. Finally, the policy
rate barely moves, consistent with the assumption behind figure 4 that policy is not trying to slow
growth in order to combat inflation (industrial production falls some, but so does output in our
model).

Figure 4 showed how much (above target) headline and core inflation the economy would have
to endure if the policymakers pursued strict output gap targeting. Figure 5 shows the menu of
outcomes under different preferences of the policymaker. That is, the dots in figure 5 depict outcome
for inflation relative to target on the y-axis and the consumption gap in the x-axis (recall that
consumption and output are the same in the model) under rules of the form am+(1—a)(c;—cf) =0
for different values of « (strict output gap targeting corresponding to av = 0). The 7; entering the
rule and depicted in the panels is headline inflation for the left panel and core inflation for the right
panel. The tradeoff is shown in terms of average annualized inflation and average gap between
actual and flexible price consumption after one year.?"

The red dots show the tradeoff under flexible wages. FKven under flexible wages the tradeoff is
not negligible for headline inflation. In order to bring 12-month headline inflation below .5 percent
a small recession is needed: c¢ is about 1.5 percent below ¢* on average in the twelve months after
the shock (recall that this output contraction is on top of the contraction in the fully flexible star
economy, which is depicted in figure A1l of the appendix). The tradeoff in terms of core inflation
under flexible wages is negligible however. Hence these results indicate that the green transition
is fairly costless for a policymaker willing to “see through” the rise in energy prices and and to
focus on core inflation, in agreement with Olovsson and Vestin (2023). This is not so with sticky
wages however (blue dots). When 6,, = 0.9 bringing 12-month headline inflation below 1 percent
or 12-month core inflation below .5 percent after one year entails an average gap over the previous
12 months of 30 and 8 percent, respectively. The green transition has significant consequences for
core inflation in our model, and any attempt to fight this inflation comes at the cost of a very large
recession.

As in our simple two-sector economy, the reason that carbon taxes create an adverse tradeoff
for a policymaker seeking to stabilize consumer price inflation and the output gap is that prices are
relatively flexible in sectors with high direct and indirect emissions, and relatively sticky in other

sectors. This suggests that the adverse tradeoff would largely disappear if, counterfactually, prices

2012 month averages for inflation are usually the object of interest for policymakers. Likewise, the average gap
summarizes the depth of the recession on average over the previous year. Figure A3 in the appendix provides
instantaneous values for horizons 0, 6, and 12 months, so one can appreciate the evolution of the output gap over
time for different values of a.
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Figure 6. Inflation dynamics under strict output gap targeting; same price rigidity across sectors
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Notes: Solid blue lines denote inflation under our baseline calibration with heterogenous price stickiness, dashed
black lines show inflation in our counterfactual where all sectors have the same degree of price stickiness (#; = 0.92
at a monthly frequency). All panels show annualized log-deviations, i.e. 1200x the log-deviation of inflation, under
strict output-gap targeting.

were equally sticky (i.e. the sectoral Phillips curve slope x were the same) in all sectors. Indeed,
this is what Figure 6 shows: under strict output gap targeting both headline and core inflation rise
a fraction of their increase in our baseline simulation, even with sticky wages.?! Quite simply, if
energy prices were also sticky the rise in the carbon tax would not trigger as much energy inflation.
Therefore the increase in headline and core inflation, and hence the tradeoffs faced by policymakers,
are also smaller in this case.

In sum, we find that the green transition does generate a tradeoff for monetary policymakers, in
that they can stabilize inflation only at the cost of a very large recession. If they choose to stabilize
the output gap instead, they would have to face a burst of inflation, with 12-month core reaching
1 percent above target after one year. To put this number in context, the last time before COVID
that core PCE inflation in the US was 1 percent above target was in July 1992. Yet, this burst of
inflation is arguably temporary, in spite of the fact that the carbon tax is implemented gradually
over a five year period and is ultimately permanent, as it is almost over after one year. As such, the
tradeoff faced by policymakers appears not to be very different from that associated with a large
burst in energy prices. As we know from the literature on the optimal response to cost push shocks

(Aoki, 2001), the optimal response to such shocks mostly consists in accommodating the temporary

1 As we now show, our quantitative multisector model yields qualitatively the same prediction as the simple model
with IO linkages. To construct the counterfactual economy with homogeneous price stickiness, we set the nominal-
gross-output-weighted average duration of a price change equal to its value in our benchmark economy. Carvalho
(2006) argues that it makes sense to calibrate the duration of price change in a homogeneous-firm economy to
the average duration in a heterogeneous price economy, rather than calibrating in terms of the frequency of price
adjustment. Because of Jensen’s inequality these approaches are not equivalent. (The average duration of a price

set by a firm with Calvo parameter 8; is .) The average duration is 12.7 months, which gives 8 = 0.92 at a

—t;
monthly frequency and x = 0.007. In this counterfactual economy, x; = & = 0.007 for all sectors.
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burst in inflation, although the answer of course depends on the policymakers preferences.

4.4 Robustness to the elasticity of substitution

Figure 7. Robustness to the elasticity of substitution
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Notes: Top row: lines show emissions and gross output in each of the polluting sectors in the new steady state as
a fraction of their values in the old steady state, as a function of the elasticity of substitution between energy and
non-energy inputs v (left panel) and the elasticity of substitution between intermediate input varieties £ (right panel),
fixing all other parameters at their baseline calibration. Bottom row: lines show year-over-year headline (red line)
and core (blue line) inflation over the 12 months following the announcement of the tax shock (i.e. the sum of 100x
the log-deviation of m; from zero over the first 12 months), as a function of the same elasticities.

Of course, one may rightly wonder to what extent these conclusions are robust to our modeling
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choices and to our calibration. We can at least address the latter question. The impact of a carbon
tax on emissions depends on how easy it it for producers and consumers to substitute away from
fossil-fuel intensive goods and inputs. In our model, this is primarily governed by the elasticity
of substitution between different inputs of a given type &, and the elasticity between energy and
non-energy inputs v. The top two panels of figure 7 are somewhat reassuring, as they show that
our baseline choice of elasticities is quite low (circles indicate our baseline calibration), and that
lowering them further would increase the reduction in eventual emissions induced by the 20 dollar
carbon tax, but not by much.?

The bottom two panels of figure 7 show the extent to which the inflationary dynamics shown in
Figure 2 are robust to changing the elasticity of substitution parameters. Specifically, the panels
plot average annualized headline and core inflation after 12 months as a function of v and £&. The
larger the elasticities v and &, the lower the inflationary impact of the carbon tax as upstream
sectors are able to substitute energy with other inputs. The reason why this is the case for v, the
elasticity of substitution between energy and non-energy inputs, is readily understood. However,
&, the elasticity of substitution between different non-energy inputs, and between different types
of energy input, also matters, for two reasons. First, some non-energy sectors are more affected
by the increase in energy prices than other, as they use more energy, and being able to substitute
away from these sectors lowers the inflationary impact. Second, a higher ¢ makes it easier to
substitute from dirty to clean energy, mitigating the effect of the carbon tax on the overall price of
energy.?? The figure shows however that the lines are rather flat: one would have to increase the
elasticities by an order of magnitude relative to our baseline calibration for the inflation response

to be significantly different.

5 Conclusion

It has been argued that the green transition will be inflationary. In this paper we investigated
whether this is the case using both a simple two-sector model, in order to gain intuition, and
a quantitative input-output model with almost 400 sectors calibrated to data on input-output
linkages and sectoral heterogeneity in emissions and price stickiness. We show that whether the
green transition is inflationary crucially depends on (1) price stickiness, (2) central bank policy,
(3) whether the green transition consists of taxes or subsidies. If prices were flexible there would
be no reason for the green transition to be inflationary or deflationary, regardless of (3). If prices

of non-dirty goods and services in the economy are stickier than prices in the dirty sectors — a

*2Figure 7 plots the long-run level level of emissions after the tax is fully implemented, as a fraction of emissions
prior to the introduction of the tax. The entire path of emissions is shown in figure A1 in the appendix.

%1n our model, clean energy is included in the “Electric power generation, transmission, and distribution” sector.
The 2012 BEA input-output tables, on which our calibration is based, do not distinguish between renewable and
dirty fuel sources within electric power generation.
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realistic situation — then policies aimed at reducing production in the dirty sector impose a tradeoff
on the central bank between stabilizing inflation and closing the output gap. These conclusions are
reversed if the green transition consists of subsidies to a clean energy sector, as for example in the
recent Inflation Reduction Act, as long as prices in this sector are more flexible than in the rest of
the economy. Our quantitative model suggests that an increase in carbon taxes from 0 to 20 (2012)
dollars would generate a sizable tradeoff: containing the impact on headline or core inflation would
lead to a deep recession. But while sizeable, the tradeoff is relatively short-lived as it wanes after

one year.
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Appendix A Data Construction

This appendix describes our procedure to construct and merge price frequency change and emissions

data with BEA input-output tables.

Price change frequencies. Sectoral price change frequency data are sourced from Cotton and
Garga (2022), who use price change frequencies from Nakamura and Steinsson (2008). Specifically,
Cotton and Garga (2022) use the price change frequencies of CPI and PPI products from Nakamura
and Steinsson (2008), and transform these product price change frequencies into sectoral price

change frequencies, with sectors defined at the 2017 six-digit NAICS level.

Emissions. Emissions data are constructed from a combination of data from the Bureau of Eco-
nomic Analysis (BEA), Energy Information Administration (EIA), and Environmental Protection
Agency (EPA). We follow the methods used by Shapiro et al. (2018) to compute total emissions by
sector and direct emissions by sector.

First, we construct augmented versions of the 2012 BEA input-output tables, in which we
expand the number of sectors in order to disentangle oil and gas usage across the US production
network. We use the BEA’s industry-by-commodity “make” table M and commodity-by-industry
“use” table U: square 405 x 405 matrices originally, respectively representing the production and
use of each commodity by each industry in dollar terms. Specifically, each element M;; of M
represents the production of commodity j by industry 4, while each element U;; of U represents the
use of commodity ¢ by industry j.

We split industry 211000 (Oil and gas extraction) into two. We update the “make” table by
assigning output in the new sectors such that the oil industry produces all of the old industry’s
output of commodity 324110 (Petroleum refineries), the gas industry produces all of the old in-
dustry’s output of commodity 325120 (Industrial gas manufacturing), and the residual output is
assigned to make the new oil and gas sectors’ relative level of production line up with consumption
of oil and gas per the EIA.?* We then update the “use” table by splitting the commodity usage
of the old industry again in line with the relative output of the sector — a choice that assumes the
new oil and gas sectors individually have the same commodity mix in inputs as the old combined
sector. The new make and use tables M and U thus have dimensions of 406 x 405 and 405 x 406
respectively.

We then follow the standard method of constructing an industry-level input-output coefficients

matrix by normalizing each column of M by total commodity usage (i.e., the sum of the elements

*4Gince the EIA’s data are in terms of energy produced, rather than dollars spent, we transform the EIA energy
use data into dollar amounts using the 2012 average prices of Brent crude and natural gas per energy unit (pulled
from Haver).
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in that column) to create a “market shares” matrix m, and similarly normalize each column of
U by total industry output (once again, the sum of elements in that column) to create a “direct
requirements” matrix w. Multiplying m by w then gives us the industry-by-industry technical
coefficients matrix A, in which each element A;; represents the dollars of industry i’s commodity
production that industry j must use in order to produce a dollar of output. This matrix helps

define the following (rather famous) equilibrium:
X=AX+Y = X=(1- A",

where for a number of industries /N, X denotes the N-dimensional vector of industry gross output,
Y denotes a given N-dimensional vector of final demand, and (I — A)~! denotes the N x N
Leontief inverse or “total requirements matrix”, which shows the amount of output required from
each industry in total (not merely directly, but throughout the supply chain) to meet the given
vector of final demand Y.

We compute total and direct emissions by sector using the Leontief inverse (I — A)_1 and 10
coeflicients matrix A respectively. To do so, we construct a N-dimensional row vector ¢ of ‘raw’
COg emissions by energy type, which is 0 everywhere except for the entries associated with the oil,
gas, and coal industries from the BEA tables. In those three entries, we take the EIA energy usage
data for each source, and multiply it by the corresponding emissions intensity factor from the EPA,
where these intensities show the amount of COg emitted per unit of energy produced for a given
energy source. (This vector ¢ corresponds to {e;X;} in the quantitative model presented in section
4.) We then premultiply the Leontief inverse and the IO coefficients matrix by ¢, producing in each
case an N-dimensional row vector showing carbon emissions associated with each industry. The row
vector cA gives emissions associated with energy usage in the production process for each industry,
while the row vector ¢(I — A)_1 shows total emissions associated with an industry’s production, all

the way upstream in its supply chain.

Crosswalk. In order to combine the price change frequencies with the emissions data described
above, we create a crosswalk between the BEA’s 2012 input-output sector definitions and the
2017 six-digit NAICS sectors in which terms Cotton and Garga (2022) present their price change
frequencies. The BEA’s sectors are closely related to the 2012 NAICS sectors, and a concordance
is provided in the IO tables between those two types of codes. We thus follow two steps. First, we
link the 2017 and 2012 six-digit NAICS codes using an existing concordance between them. Then,
we use the 2012 BEA-2012 NAICS concordance to complete the link.

The first caveat is that the link between the 2012 NAICS and the BEA input-output codes is
not perfect, in the sense that the NAICS codes vary in the level of aggregation at which they map
into the BEA codes. While some NAICS codes map into the BEA codes at the six-digit level, others
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only map in at the five- or four-digit level, with some going as low as at the two-digit level. This is
an issue in the sense that each six-digit NAICS code has a price change frequency associated with
it, which means that BEA codes have multiple price change frequencies associated with them if
they concord with multiple six-digit NAICS codes. To resolve this issue, we take an average across
the “candidate” price change frequencies for each BEA code, which then leaves us with a unique
code for each input-output sector.

The other caveat is that even after conducting the merge described above, some BEA codes
did not have any candidate price change frequencies associated with them due to the Cotton and
Garga (2022) data not covering the entire set of NAICS six-digit codes. To deal with this issue,
we apply the average price change frequency across the closest set of comparable BEA codes to
any BEA code which lacks a match. Specifically, we cut the BEA codes from six digits down to
five, search for sectors that match with them at this five-digit level, take the average price change
frequency across these “comparable” sectors, and apply it to the unmatched sector. If no five-digit
match with price change frequency data exists, we try four digits, three digits, and so on until a
price change frequency is assigned to the sector. Using this method, we are able to assign to each
BEA sector (with the exception of a few BEA industries operating in the public sector) a price

change frequency.

Appendix B Model Details
B.1 Calibration for Figures in Two-sector Model

When plotting the figures for our two-sector model, we set 5 = 0.99, v = 0.5, and x° = 0.01. In
terms of the path of climate policy, we set ,ug = —1, implying a long-run reduction in the size of the
d
eto — eV
dirty sector of — ~ 63%. We set p = 0.7, implying that taxes on the dirty sector increase

eMo
relatively rapidly towards their new higher steady state level.

B.2 Input-Output Linkages

We now allow for the two sectors to use each other’s products as intermediate inputs. Firms in

sector © = o, d have the constant returns to scale production function
Xi = AYXo) e (X )i (Ly)»e,

where w;, + wiq + wiy = 1 (in our baseline model, w;, = w;jq = 0,w;; = 1). Here XtOd (for example)
denotes the quantity of dirty goods used by firms in the “other” sector. In particular, if w,q > O,
production of other goods requires dirty goods as input. The index of intermediate inputs used
by firms in sector k and produced by a firm in sector 7 is given by the same CES aggregate as

household’s consumption of sector 7 goods. Thus, the demand for the variety produced by firm j
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in sector 7 still has the form )
: (PG

Xl 1) = XZ t— .

£ (J) t ( P

Now, however, th‘ denotes gross output of sector ¢, which in general will differ from value added or
net output (which we still refer to as Yti or Y; for sectoral and aggregate net output respectively).

The market clearing conditions for each sector are
G+ X7+ X = Xj = A (X (L), i = o0,d.
Nominal marginal cost for a firm in sector ¢ now equals

1 P() Wio Pd Wid Wt Wil .
M = t il Zt .
PTA (wio) (wid) (wz‘l> T

Deflating by product prices in each sector, real marginal costs are given by

Mto 1 el + o (1_ ) 720
B = oy YIS
Mlgj 1 —Wdo—Wary Td
P g PP

where we define w; = (wip)“* (wiq)“** (wi1q)“', i = 0,d. Cost minimization implies that the quantities

of intermediate inputs and labor used by sector ¢ are given by
_X (E)“’”_l (P_td)% (E)”
A} \wio Wid wil ’
A \wip Wid wi )
X

Xi (E)W“’ (P_td)w” (E)“’“I
A} \wio Wid Wil '

Flexible-price benchmark. In the flexible price equilibrium, we have

s

70
Xt

h

o~ .
I

~

1 1— )
— = bY Wol Swod+wol( -
= = o)

i — 1 (bYt)wdl S Wdo —WdrY
7T gAd ’

which implicitly define equilibrium net output Y; and relative prices S;. The quantities of inputs
used by sector 4 satisfy
Wio Wid

Xg'o_ PtXtN X;’d_ PtXtN L;—WPtXt~.
g Hg t y

wil

Substituting these into the resource constraints, we obtain a relation between the value of net and
gross output:
w
Pton:’YPthJr s PYXP + =7 =
¢ F‘

Ptht )

w w
PIX{ = (1-9)RY; + Bd PPX) + ﬁPth
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Dividing through by P;, we can represent this in matrix form as
sox=~Y;+Qpn (sox),

where o denotes the element-wise product, s = (P?/P;, P2/P,), x = (X?, X3, v = (7,1 —7), o
denotes the diagonal matrix with fii on the diagonal, and € denotes the 2 x 2 matrix of intermediate

input shares w;j, i = 0,d, j = 0,d. Rearranging, we have

som=(I— Qi) Y,
z=Yis o [(I-p )y,

In our baseline model without input-output linkages, €2 is a matrix of zeros, and the vector of
sectoral gross output is simply x = Y;s'o ~, which is the vector of sectoral net output or con-
sumption.

To simplify the analysis, we will focus on the case where wyog > 0, Woo = Wigd = Wdo = O,
wol = 1 —wpgq, wgr = 1. That is, the only linkage is that dirty goods are used by the other sector as

inputs. In this case, flexible-price net output and relative prices are given by

<wOA;3) ( wdAgl> ~(1meed)
St - ~0 ~d )
My g

v <woAg>7 (wdAgl> B
t= 7 ~, — )
b\ g i

_ 11— [wgAd
Ytd:(l_’Y)YtStvz b < %dt>'
t

Turning from net to gross output, in this special case we have

(I-p )= ( _wod(l,jg)—l (1) >1 - < wod(;?)_l (1] ) ’

and the formula above implies

X =87 X = Va8, hwoa(fi) Tt + 1 -]

_ woa(fif) M1y waAf

b i)
The use of dirty output as an intermediate input (w,q > 0) increases this sector’s gross output, all
else equal. In particular, the share of expenditures on dirty goods as a fraction of gross output
o Yod () T+ 1=

’ond(ﬁg)il +1
proportional reduction in dirty sector output under flexible prices.

> 1 — «v. Nonetheless, as in our baseline, ﬁf can still be interpreted as the

The firm’s problem has the same structure as before, except that gross output XZ replaces net

output Ytl (we assume price adjustment costs are also scaled by gross output):

> - iiPil_sé U P zii
maxﬁogczt.o{w;(;)—Mt)Xt( ) -5 () PtXt}.
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Taking FOCs and assuming a symmetric equilibrium, we have:?®

(I — 1) = =L (=L - =) 4 gt L2y (1)
/ v\ P Y1 i1 X}
Defining the ‘virtual markup’ ﬁi as before, and log-linearizing around a zero inflation steady state,

we have the sectoral Phillips curves:

7y = RO((1 — woa)ye + [1 — v + Ywod)st) + BEE, 1,

mi = w4y — ysi + pf) + BE .

While the dirty sector Phillips curve is unchanged from our baseline, w,; > 0 makes the other
sector’s Phillips curve less sensitive to aggregate economic activity, but more sensitive to the relative
price of dirty goods. Log-linearizing the expressions above describing the flexible-price levels of Y;
and Sy, we have yf = —(1 — v + Ywoq)pd and sy = (1 — wyq)p, which can be used to obtain the
Phillips curves in the main text. Note that the same proportional reduction in dirty output uf
results in a larger reduction in aggregate output when w,q > 0.

With w,q > 0, if prices are equally flexible in both sectors (k° = k¢ = k), stabilizing CPI
inflation will not close the output gap. Multiplying the two Phillips curves by their consumption
expenditure weights v and 1 — 7, summing, and using the expressions for y; and s;, we obtain the

CPI Phillips curve

=6 [(1 = ywod) (¥t — yf) + Ywoa(st — s7)] + BEm11.

Since s; < s during the transition, stabilizing CPI inflation allows output to run somewhat above
potential (though recall that potential output is itself declining more sharply than in our baseline

model without IO linkages). If instead we weight the two Phillips curves by their gross expenditure
Vg Jed L

shares , we obtain the PPI Phillips curve?®
YWod +1 YWod +1
PPI ._ Y 0o, YWodt+1—7 4 K ¥ PPI
ur Ty Ty (ye —yi) + BEym

© Ywed + 1 YWod + 1 T YWoa + 1
In this special case, it is stabilizing PPI inflation that is equivalent to closing the output gap. PPI
puts a higher weight on dirty sector prices, which are increasing during the transition. Consequently,
stabilizing PPI inflation would require a more aggressive monetary policy response than stabilizing

CPIL.

Yo iy Xiy
Yig1 ey X7
baseline model. This will not affect the linearized Phillips curve given that we log-linearize around a zero-inflation
steady state.

2("Here, as in the experiments in our baseline, we assume iy = 1, i.e. there is a constant subsidy to correct
distortions from monopolistic competition in the other sector.

*5Since net output need not equal gross output, the term is not necessarily equal to 1 as in our
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If prices are sticky (or even perfectly fixed) in the other sector, but perfectly flexible in the
dirty sector, then as in our baseline, the dirty sector Phillips curve reduces to s; = —(y; + /fti).
v
Substituting into the Phillips curve for the other sector, we have

o

K *
T = 7(% —yi)+ 5Et7"r?+1:

as in our baseline economy without 10 linkages. When prices in the dirty sector are completely flex-
ible, stabilizing inflation in the rest of the economy implements flexible price allocations; stabilizing
overall CPI inflation instead requires a negative output gap.

To recap: if prices are equally flexible in both sectors (k%/k° = 1), stabilizing CPI inflation
implies running output above potential, but if prices are infinitely more flexible in the dirty sector
(ﬁd /k? = 00), stabilizing CPI implies running output below potential as in our baseline. Is there
some degree of relative price flexibility at which stabilizing inflation closes the output gap, and

there is no tradeoff 7 Yes: this will be the case when

K YWod
— =1 .
KO +1—’y

Intuitively, in this knife-edge case, the difference in price flexibility exactly offsets the difference

between PPI and CPI weights. To prove this, assume that k= (14 ;Ide> k° and add the

expenditure-weighted Phillips curves to obtain the CPI Phillips curve:

=YK [(1 — wod)yr + (1 — v + Ywod)se] + (1 — v 4+ ywoa) K [(ye — yf) — v(s¢ — s7)] + BEmi41
= Kk (ye — yi) + PB4t

Appendix C Multisector model
C.1 Optimality conditions

The household’s optimization problem (18) implies the following. First, the demand for each sector

is given by
i\ —¢
A P
Cf =~C [ =+ C.1
t = Vil < Pt) (C.1)
where the consumer price index P, is given by

1

—1

P = Enij;)-“—D] C (C.2)
=1

Second, the demand for variety j in sector ¢ is given by

Git) = Ci (PT('”)C (©3)
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where each sectoral price index Pti is an aggregate of prices set by producers in that sector:

i [/ol(Pf U))‘(Ei‘”czj]_&ll

The solution to the union’s optimization problem (19) yields the optimality condition

wy \
Zl?;o(ewﬁ)thJrk (Wtik )

W*

Wt* == b —ew
[e's) 1
2o (BB Py Cipr Ntk (Wt+k )

w
where we define b =

€w_

W,
with 6, = 0, we have Ft = bC%. The wage W; evolves according to
t

. w *\ ] —eW %
Wiy = [ew(th—l)lis + (1 = 0,) (W] )1 ‘ ] e

Attaching multipliers ]\fzf , PtI’i, PtE’i, PtN’Z
lem (20) yields the optimality conditions

-
. o W,
I/Z = Al i 1XZOZZ‘ —
t ( t) t <M1>

t

Pl,i -n
I = (A)" ' X (1 - ) <L—>

M}
. ([ pEi v
B} = Gl (t_1>

N (1—g If
N\ €
PJ
ij
Xt —(U Et (PtEl> ‘I’wzj Nt (PtN'L>

which implies that

M; = Aig [az W)~ =Y 4 (1 = o) (Ptl,z> (n— 1)} 7T
PtLi = -§z (PtE Z>_(y_1) F(1—g) <Pf ) (v 1)]
-_ - 1
pei |t ()|
- T
PtN,z _ szj;[ (Pf) (&-1)
L J |

(C.4)

(C.5)

15. Note that in zero-inflation steady state, or in the flexible-wage limit

(C.6)

' to the constraints, the firm’s cost minimization prob-



]f\jflf can be interpreted as the nominal marginal cost excluding the carbon tax. The full nominal

marginal cost is

1
g o N
Mtz = E (675 (Wt) (n=1) + (1 — Oéi) (Ptj’ ) :| + Tie;
t L
1 (e N —(€-1)
00 | T () T

The solution to the firm’s optimal pricing problem (21) implies that the price set by a resetting
firm in sector i at date ¢, P/* satisfies

i

ZQt+k|t9 [pl* Mz} L (P: > =0 (C.7)

k=0 t+k

The sectoral price index PfZ evolves according to

1

A A e R S R (G8)

C.2 Solving the log-linearized model

We log-linearize the model around an arbitrary zero-inflation steady state, assuming no shocks and
no changes in exogenous variables except for the carbon tax. We log-linearize all variables except
the carbon tax, which we linearize; this allows for the case in which the steady state carbon tax
T = 0. Importantly, we do not need to fully solve for steady state in order to linearize the model.
We only need to know price flexibility, input shares and emissions intensity by sector in steady

state.

Solving for key variables Log-linearizing (C.5) and (C.6) yields

(1= B0w) > (B0w)* ek + cori)

o

k=
Wy = 011)wf 1+ (1 971’)
Combining and defining 7’ = w; — wy—1, wy = wy — pr, we have the nominal wage Phillips curve

T = Kw(c — wi) + B (C.9)

1—860,)(1 — 0, ) . .
where Ky, = ( B6u)( ) . (Again, note that with flexible wages we have k,, = oo and

6 )

w
wy = ¢;.) Real wages evolve according to

Wy = Wp—1 + W%U — Tt (ClO)
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Similarly, log-linearizing (C.7) around a steady state with IT' = 1, we have

= (1= 50:) Y_(B80:)"miy
k=0

where lower case variables denote log-deviations. Log-linearizing (C.8), we have
Py =Opi—1 + (1= 0:)p)"
Combining and defining 7T§ = pi - pi_l, we have the standard sectoral Phillips curve
m = ki(mg — p) + Bri4q (C.11)
(1—56:)(1 —6:)

0;

Constant returns to scale imply that

where k; :=

n
MiX]=W,L+Y P/ X/ + Tie; X]
j=1
Log-linearizing around steady state, since inputs are chosen to minimize cost, Shephard’s lemma
implies that
M Ximi = W Liw, + Z PIXUpl + e X'T,
J

or in real terms,

(C.12)

i a4 WL PiX9 ;. eX'
—pt=my —ppt Sy = Z

it 2 sttt
J

where we define (the log-deviation of) real sectoral prices, deflated by CPI, to be s; = p} — Dt
Combining (C.11) and (C.12), we have sectoral Phillips curves in terms of value added, relative
prices and taxes:

Ty = K

WL PiXid ;X' , .
X ZMZXZ = S| AT = L (C.13)

To calibrate these equations, we need

1. sectoral price adjustment frequencies 1 — 6; (to get ;)
i

MiXt

2. labor shares (These are all shares of total costs M*X"?, rather than revenues P'X*.)

Pi Xt
MiXi

3. intermediate input shares

4. emissions shares

7
MiX?
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The dynamics of relative prices must also satisfy

Asi =7l —m,i=1,...n (C.14)
CPI inflation is defined by
m=> Aim (C.15)
i=1

¥al}

PC
Given a path for 7, (C.13), (C.14), (C.15), (C.9) and (C.10) constitute a system of 2n + 3

where 7; := denotes steady state consumption expenditure shares, which may differ from ~;.
equations in 2n + 4 endogenous variables ({si, 7!} 1, ¢;, mp, wy, ). To close the system, we need
to specify a monetary policy rule. The linearized system can then be used to study the impulse

response to a shock to carbon taxes.

Solving for other variables Having solved for {si, 7!} |, c;, 7, we, 7, we can solve for other
variables of interest — sectoral quantities and aggregate emissions. Log-linearizing sectoral final
consumption demand (C.1), we have

i =c¢;— (sl (C.16)

Log-linearizing goods market clearing (22) (and multiplying and dividing by steady state prices in

order to relate the coefficients to observable values), we have

n_ pixii
pPiXt

. POt
IL‘% = Il‘gz + WC@

(C.17)
j=1

It is convenient to denote the set of energy and non-energy goods by £ and N respectively. Log-

linearizing the equations characterizing demand for intermediate goods, we have
ijo_ i b _pEihifieg
v =€ —&(pp —py ) if i €
v =y — €&l —p ) ifiEN
Bi L
vpe " —p")
N3 I,
Py =)
) . ri
iy = ap —npy" — my)
1,1 ~ KB ~\ Nji
Pt =Sp "+ (L=

B _ ~E j
by = E :wijpt
J

Nji ~N _j
Dy’ _E:wijt
J

.

lt_
i
ny =iy — v(
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where m! is the log-deviation of ]Tf;, nominal marginal cost excluding the carbon tax; ¢ :=

PE,iEi PE,i
i = S <W> is the share of energy inputs in sector i’s overall intermediates expen-
j 3
P;X; P’
diture; w =1{je E}PE Zg,z =wk (PEﬂ') is the share of input j in sector ¢’s expenditure on

1

energy (and equals zero if j is not an energy input); and C;ij =1{j € N} PNZNZ = wf}[ (%) f
is the share of input j in sector i’s expenditure on non-energy inputs (and equals zero if j is an energy
input). In general, reduced-form parameters with tildes denote revenue shares, which generally dif-
fer from the corresponding structural parameters without shares except in the Cobb-Douglas case.
For example, the share of energy inputs in sector i’s overall intermediates expenditure ¢; depends
on relative prices and thus may differ from the structural parameter g;.

Since emissions per unit of gross output are fixed, the same argument based on Shephard’s
lemma as made above establishes that
WL phire .,

my = —=—__—w + P

M X MiXi

So, if j € £ we have

i WLz P]ZI’L I Bl I . Ei
x?—ﬂﬂt n(ptyl_]\’\jiXi We = MZsztL —vip" = p") — €&l — ")

i I L PIZ ‘ I Eqi g 7 Ei
=Ty —N{S — MXZ( Pt) ]TjiXZSt —v(sy” ) —&(s1 —s.7)
) P],i]i WLZ ) .
i (- 2T o g
— 2 —

’ plirt . WL ; ;
where O := [77 (1 - = > - V} 3{72 - Uﬁ,X,wt + (v — f)sf’l + ¢s], and we define
K Y/ K2 K2

3{’7 =Gs (1 =5)s

Z st
St N — Zw
J
For non-energy inputs (j € N') we instead have

iy pLifi I WL Ni .
i _ _ b _ i J
@t T |:77 (1 Mle) V:| 5t nMin. wg + (l/ g)st + fst

Since O} is a known function of relative prices and real wages, we can substitute z; — ©"* back

into the market clearing condition (C.17):

) PixJt chz
l’é - Z i ( 6]1) PzXz
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and invert this equation to solve for sectoral gross output xé Finally, aggregate emissions can be
n

defined as F; = Z ein. Log-linearizing,
i=1
n

€t:ZelE ﬂ;jtl

=1

where e’ X" is steady state direct emissions of sector i (which we calibrate). Note that in principle,
the log-deviation of emissions can be written solely as a function of aggregate consumption ¢; and

. L. i n
relative prices {s'}i .

C.3 Effects of a permanent tax increase in the nonlinear model

Next, we describe how to compute the new steady state following a permanent increase in carbon

taxes. Recall that we have

1
— o i —( —1) -1
i = s w00 (- ()]

1
Al
_ 1
pli— [g,» (PtEﬂ')_(”_l) +(1-g) (PtN,z')‘(”‘”} v

1

PtE’i _ ng (Ptj)*(ifl)

L J

: N —(E-1)
PN = 130wl (F)
L J

1

£—1

In zero-inflation steady state, we have P’ = ‘M’ = ,uZ(M !+ Te;) for every sector, i.e. (dividing
by the CPI P to get relative prices and using W/P = bC):

S| (i N —(n=1)] T

= e O e (7)Y T e

v—1 v—

1 —(r— —(e-1) Z i\ — (1)
J J

s
|

.

o
|

+T€i

The definition of the CPI implies that

1= [zn: %(57;)_@_1)]
=1

Given parameters, this is a system of n + 1 equations in n + 1 unknowns. In what follows, we

1
¢—1

use hats to denote gross percentage changes relative to some initial steady state: S° = ?iS'i, etc.
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We can now rewrite the system of equations in terms of the n + 1 variables C, {S’Z} we can solve
for these percentage changes without having to calibrate variables such as productivity, relative
prices, etc. in the initial steady state. To simplify notation, we will also work with the variables

{SE SN S’I’i}, which are known functions of S;. First, we have

S'St1 — -\ —(n-1) ligri\~ D] 1 .
WA [O"L (bCC> +(1—ay) (S S ) ] + Te;
1
ol ~(n=1) =L ~(n-1) a1 .
qi ~\ ~ (=1 ’ N\ —(n—1 i
St =l % (C) o +(1-) | —— i — <51ﬂ) (n=1) +7_€1_/j
A (M /P) AY (M /P) S
M b ~\ — 7)—1 ’ N\ — 77_1
= | —i (C) +(1-—) | ——— <SI’Z) +7
M A (M /P) Ai(M /P)
~\ —(n—1 ~7 \ — 71) T
— (1 — g‘?) |:az ( ) (n=1) + (1 _ &’Z) (SL'L> (n :| =1 X T,é,i
Next,

Finally, we have

_ _1
-1
~p " ~\ —(6-1)
87— 13wk (§7)
L J
_ _1
. |
SN — |3 (9)
L J
Thus, we can write the first n equations as
v—1 v—1 77:}
gi ~(n-1) 1\ e\ T
e L (&) R R A DO ) -9 | Xa ()
J J
TE;
1-eé7
; —(n-1)
~ WL w ) . ..
where o; := =0 | ——— is the labor share of pretax marginal cost for sector i in
MX' AiM /P
. . —(n—1
_ PhT g\ "
the initial steady state; 1 —q; :== —— = | —— (1 — o) is the share of intermediate
M X AiM /P

49




~ €; . . .
inputs in pretax marginal costs (note that the two shares sum to 1); €; = ﬁz is sector ¢’s direct
7
emissions, relative to total marginal costs; and the other reduced-form parameters with tildes are
defined as above. Similarly, the the (n + 1)th equation becomes:

1

—1

1=

Z%@‘(Sir“—”]
=1

where 7; = ; (gi)—(g—n is the consumption share of sector ¢ in the initial steady state. So, in order
to solve this system of n + 1 equations in n + 1 unknowns (the percentage change in each relative
price and aggregate consumption), we need the same information that we already used to solve the
linearized model. Given 7 and the initial shares, the percentage changes {§l}, C can be solved for
without needing to solve for all variables or impose normalizations.

Having solved for the new steady state, we will linearize around the new steady state to compute
the transition. In order to linearize around the new steady state, we need to recompute all the

share parameters (reduced form parameters with tildes). Note first that

M B M -
P = P TE;
M~
= _SZ—Tei
P.
Mi/p  M'P e
—_—i __ = —i _T:’i -
M /P M/P M /P
MP M /P ;
:_i_/ S,__i_/ r G
M /P —Te; M /P —7Te; M /P
o 1*51'?3 77—1*g¢T

In the special case where the initial steady state features no carbon tax (7 = 0), this becomes
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Thus in the general case, we have

o~ (A~ 1 4 & \"!
@ = (¢) <1€ﬁS -7 a-?)

1-— (1-— E w; 1 S € "
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o\ 1€
SN _ N SJ
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€; €;

S vy
It is straightforward to verify that the objects we have called &' and 1 — @' sum to 1. Their sum is

n=1
£-1 -

A\ —(n—1) 1 . e n—1 1 N z. n—1
 (0) 5, )" aoa en) (g, &
i ( (1—61‘? Tl—(%’?) a7 sz] 1—e7T Tl—eﬁ

AR g & \"'_,
et _— — — T — =
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(S ¢
>, 75 (89)1=¢
It is also straightforward to verify that the objects we have called ¢;* and 1 —¢;* sum to 1 and that
Gt = @t =1,

When log-linearizing around the new steady state and computing dynamics, we need to specify

~n __

initial conditions for endogenous state variables (relative prices and real wages), expressed as log-

deviations relative to the new steady state. These is simply

821 = —lngi, wi,l =—InC

Finally, we solve for the new steady state values of gross sectoral output and average emissions.

It is convenient to treat energy and non-energy sectors separately. Sector i’s intermediate demand
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for an energy good j € £ satisfies

S. X o
X B (MPJP — 7¢;) v~ E. Mi/P &
~ = (L—a)gw; "T = (1—a7)qw; " (1 — rep) S

Thus, for an energy sector ¢ € £, using market clearing we have

Ci+ZXj":Xi

~ n J T~ ~
C'C(S~ Z 1— Ena TeJ)M_{PS XX =X'X!
=1 CRL
T e E Mi/PSX’ SJ iy
—C(8)¢ + 1—al)w (1 — ey I =X
71 ( ) Z( J)J J ( J) S] g’z—zsl

Similarly, for a non-energy sector i € N' we have

o B N MJ/PEjXJ ISP
C(S)  +> (1 -ahH1 -, (1 —7e)) — X=X
( ) ( ])( j) J ( J> S] SX Sz

This a linear system in {X?}, which we can invert to solve for {X’}. The change in emissions is

then

i.e. we just need to weight the proportional change in each sector’s gross output by that sector’s

initial share of total emissions.
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Appendix D Appendix Tables and Figures

Figure Al. Dynamics of the carbon tax, flexible price consumption/output, and emissions.
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Notes: Left panel shows 7¢, the level of the carbon tax in dollars per metric ton of CO2 emissions; middle and right
panels show flexible-price consumption and emissions, respectively, as 100 xlog-deviations from the new steady state.

Figure A2. Inflation dynamics under strict output gap targeting
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Notes: All lines show annualized log-deviations of each variable relative to the new steady state, i.e. we plot 1200x
the log deviation.
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Figure A3. Inflation/output tradeoft at different horizons
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Notes: Horizontal axes show the output gap (100x the log-deviation of ¢; — ¢; from its steady state value of zero)
in the period the tax is announced (left panels), 6 months after (middle panels) and 12 months after (right panels).
Vertical axes show anmmalized month-over-month inflation at the same horizons (i.e.1200x the log-deviation of m;
from its steady state value of zero). The top row panel shows headline inflation and the output gap, under monetary
policy rules of the form am: 4 (1 — a)(e; — cf ) = 0, for various values of « (strict output gap targeting corresponds
to @ = 0). Blue dots show outcomes under sticky wages (# = 0.9*/3); red dots show flexible wages (6, = 0). The
bottom row shows core inflation and the output gap, and considers rules which put weight o on core inflation, 1 — a
on the output gap and no weight on headline inflation.
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