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ABSTRACT 
 

Hedonic techniques were developed to control for quality differences 
across goods and over time in order to construct constant-quality 
aggregate price measures.  When the available data are a panel of  
high-frequency data on models whose characteristics are constant over 
time, matched-model price indexes can also be used to obtain constant-
quality price measures.  We show this by demonstrating that, given data 
of this type, certain matched-model indexes yield price measures that are 
numerically close to those obtained using hedonic techniques.    

 
 
 
 
* This paper is a condensed version of a paper that was presented at the CRIW workshop 
on Price Measurement at the NBER Summer Institute, July 31-August 1, 2000 and is 
available at http://www.nber.org.  For helpful comments, we thank Ernst Berndt, Jack 
Triplett, colleagues at the Board and participants of the CRIW workshop.  The views 
expressed in this paper are those of the authors and do not necessarily reflect the views of 
the members of the Board of Governors or other members of the staff of Federal Reserve 
System 



  1  

1. INTRODUCTION  

The literature on price and index number theory has generated two well-known 

approaches for obtaining aggregate measures of constant-quality price change:  index 

numbers and hedonic techniques.1  The literature on price index numbers has compared 

different index number formulae and shown conditions under which superlative indexes 

provide better measures of price change than those provided by other formulas.2  The 

hedonic literature provides micro-theoretic support for the use of hedonic regressions to 

obtain price measures.3    

In practice, the choice of technique hinges importantly on the nature of the 

available data.  Indeed, Griliches often said that "If you have the right kind of data, you 

don't need hedonics"  and that “…what the hedonic approach attempted was to provide a 

tool for estimating ‘missing’ prices, prices of particular bundles not observed in the 

original or later periods” of an index. 4  Hedonic techniques became the method of choice 

for measuring prices, especially for high-tech goods, in part, because the available data 

were rarely sufficiently rich for superlative indexes to adequately capture quality change.5  

As time passed, however, the importance of data-quality issues in tipping the scales 

towards hedonic techniques was largely forgotten and the conventional wisdom became 

that hedonic techniques would always provide superior constant-quality price indexes.    

As innovations that reduce the costs of compiling, storing and manipulating data 

increase the chances of finding the "right kind of data," it becomes increasingly important 

to understand the relative merits of the two approaches.  Following closely the work of 

Berndt and Griliches (1993), this paper shows the conditions under which the two 

methods can yield numerically similar estimates.  Specifically, we show that, under 

                                                                 
1 Two relatively recent developments in this area are studies that use econometric estimates of demand 
systems to estimate welfare gains from the introduction of new products (e.g., Hausman (1999) and  
hedonic price measures that explicitly account for markets where consumers are heterogeneous and firms 
enjoy some degree of market power (e.g., Feenstra (1995), Berry, Levinson and Pakes (1995) and Pakes 
(2002).   
2 See Diewert (1987) for a review of this literature.   
3 See, for example, Triplett (2003, 1989, and 1988) for reviews of this literature.     
4 Ohta and Griliches (1976). 
5. This view was fueled, in part, by a path-breaking paper by Dulberger (1989).  Using a rich dataset, 
Dulberger generated both hedonic and matched-model indexes for computers—an industry characterized 
by rapid product innovation.  She found that the price measures derived from the hedonic approach showed 
faster declines than those calculated from superlative indexes.  The conclusion was that calculating 
superlative indexes could not control for quality change and, hence, showed slower price declines.  This 
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certain conditions, the dummy variable (DV) price measure obtained from a hedonic 

regression is numerically close to a chained, matched-model geometric mean price index.  

The required conditions are that the dataset be a panel of prices on models whose 

characteristics are constant over time--to allow the matching of most observations in the 

data--and that the observations be high frequency--to minimize the numerical influence 

of observations that cannot be matched (i.e., turnover observations).6   

This correspondence of the two measures is also useful because there are still 

some quarters where price measures obtained from hedonic regressions are viewed with 

skepticism while those obtained from matched-model methods are not.  Concern over the 

results from hedonic techniques arises for several reasons, including assumptions about 

functional form, how the sample of observations is drawn, and the transparency in which 

estimates are derived.7  Our demonstration that the two approaches are more like 

"cousins" lends support to measures constructed using hedonic techniques and provides a 

framework with which to assess any potential differences.8   

We first use the framework in Berndt and Griliches (1993) to make this point 

algebraically, and then illustrate the major points using a panel dataset on Intel’s 

microprocessors. 9  

                                                                                                                                                                                                 
issue bears revisiting now that available datasets are of higher quality.        
6 It is important to note that, in our context, "matched model indexes" refers to the construction of price 
indexes using panel data and not methods used by statistical agencies to price missing items.   
7 A recent appraisal of the methods used by BLS to contruct price measures was conducted by the National 
Academy (National Research Council(2002).  In their recommendations, the Academy report cites 
skepticism as to the userfulness of the dummy variable method, citing parameter instability and other 
econometric issues as potential problems (P. 143, Recommendation 4-4).     
8 The argument here is relevant for datasets where the only available information are prices and 
characteristics.  If, in addition, one also has data on the quantities purchased, then one can construct a 
matched-model superlative index that is, in theory, superior to both the DV and geomean measures because 
it appropriately weights price change for each model.  Although the theoretical  superiority of superlative 
indexes is well known, the ability of superlative techniques to provide measures that are superior in 
practice depends, again, on the nature of the data.  As discussed below, a straightforward extension of our 
argument to the Translog price index shows that if the data are such that most of the observations can be 
matched, and if the weight placed on turnover observations is small, then the superlative index measures 
are arguably superior to the other two. 
9 Other studies have considered the similarities between hedonic and price index measures of price change:  
Triplett and MacDonald (1977) algebraically demonstrated that DV estimates from a semi-log hedonic 
regression can be interpreted as a ratio of geometric means of price levels that have been adjusted for 
quality change using the hedonic coefficients and used this result to apply a quality adjustment to the 
wholesale price index (WPI) that was then published by the BLS; Feenstra (1995) demonstrates that a DV 
measure obtained from a semi-log hedonic regression estimated using weighted least squares gives a fixed-
weighted index that has been adjusted for quality change; more recently, in a series of papers, Silver and 
Heravi (2002,2003)  have studied the algebraic similarities of alternative price measures.  Specifically, they 
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2. HEDONICS:  THE DUMMY VARIABLE M EASURE10 
 

The typical hedonic regression explains the prices of each variety or model of a 

good that is produced and sold at time t (Pm,t , m = 1 …  Μ ) as a function of the quantities 

of its characteristics (Ck,m,t , k = 1, …K) and time dummy variables (Dm,t  , t = 1, …T).  In 

semi- logarithmic form, this relationship is expressed as: 

 
(1) , , , , ,ln m t k k m t t m t m tk t

P C Dβ δ ε= + +∑ ∑  

 
where       Dm,t     = 1 if a price for model m is observed at time t, and 
    = 0 otherwise.  

$ k and dt   are econometric estimates and em,t is an error term.  Each model has K 

characteristics that influence its value, and, in the general, the quantity of each 

characteristic in a model can change over time.  The characteristics typically are numeric 

values (such as the speed, in number of megahertz, for a microprocessor), but they can 

also be dummy variables that designate the presence or absence of an attribute of the 

good in a particular model (such as extra cache memory).   

Because the ΣkßkCk,m,t  terms control for differences in each model's qualities, the 

regression delegates all other influences on prices to the time dummies and the 

residuals.11  The time dummy terms, ΣtdtDm,t  , capture the average value of the other 

influences, and the coefficients on the time dummies yield an estimate of the aggregate 

constant-quality price level for the good at time t.  The dummy variable (DV) measure of 

price change is the difference between the estimated time dummy coefficients for time t 

and time t-1.  The difference can be expressed in terms of observed prices and estimated 

values for the characteristics.12    

 
(2) ( )

( )
1 , , ,( )

, 1 , , 1 1( 1)

ln

ln

t t m t k k m t tm M t k

m t k k m t tm M t k

P C M

P C M

δ δ β

β

− ∈

− − −∈ −

− = − −

−

∑ ∑
∑ ∑

 

 
                                                                                                                                                                                                 
show that the DV measure may be viewed as a special case of an exact price index.    
10 See Berndt (1991) and Triplett (2003) for a full treatment of this hedonic measure.  
11 Pakes (2002) discusses the interpretation of the coefficients in a hedonic regression.  
12 The residuals have been suppressed because they do not play a critical role in our argument.   
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where the notation Σm∈Μ(t) denotes summation over models bought and sold at time t, and 

the M's denote the total number of such models.  Note, then, that the DV measure for 

price change from t-1 to time t is the difference of two (logged) geometric means: the 

mean of quality-adjusted prices for models that exist at time t--the first term--and that of 

models that exist at time t-1--the second term.  

As seen in (2), the data requirements for this method are price and characteristics 

data for a set of goods, and this set can change over time. One may, therefore, use a stack 

of cross-sectional data in order to obtain constant-quality price measures.  This is an 

important advantage of hedonic techniques over matched-model methods because, as 

discussed below, the use of matched-model methods requires that one be able to track 

identical goods over time--i.e., to have a panel dataset. 

 

3.  A COMPARISON OF THE DV MEASURE WITH MATCHED-MODEL INDEXES  

If one has panel data and if the data are sufficiently granular that each model 

represents a homogeneous variety—in terms of the above notation, if Ck,m,t = C k,m,t -1 for 

all t—then a matched-model index could, under certain conditions, yield a price index 

that adequately controls for quality differences across models.   

For each good, one must have a time series of observations over which the 

attributes of the good remain constant, a non-trivial requirement.  In some industries, like 

housing or custom software, many of the goods that appear in the market at any given 

period are likely very different from those in the market in other periods, making it 

impossible to form a panel of homogeneous goods.  However, to the extent that the 

industry under study allows one to observe data whose characteristics do not change over 

time, matched-model indexes may provide a useful alternative to hedonic measures.  

Their ability to do so hinges importantly on the number of turnover observations in the 

data.   

To show this, we first demonstrate that the DV measure in (2) is a matched-model 

geometric mean when the data do not contain any turnover observations (i.e., when the 

panel is balanced).  We then argue that the influence of turnover observations will likely 

be small in high-frequency datasets.   
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In the absence of turnover, the summations in (2) are over the same models and 

may be combined:  that is, the goods that exist at time t are the same goods that exist at 

time t-1 (M(t) = M(t-1), denoted M(t,t-1).  Moreover, the number of goods in each period 

are also equal: Mt = Mt-1=M.  Imposing these two restrictions, we can rewrite (2) as:   

 

(3) ( )
( )

1 , , 1( , 1)

, , , , 1( , 1)

ln lnt t m t m tm M t t

k k m t k k m tm M t t k k

P P M

C C M

δ δ

β β

− −∈ −

−∈ −

− = − −

−

∑
∑ ∑ ∑

  

 

where Σ m∈Μ(t,t-1) denotes a summation taken over goods "alive" in both time t and time  

t-1.  

The first term is a (logged) geometric mean of observed price relatives, while the 

second term captures the average change in the value of characteristics for goods.  Then, 

if the observations are defined so that models are homogeneous over time, then, the 

second term vanishes (i.e., ΣkßkCk,m,t  = ΣkßkCk,m,t-1) and the DV measure boils down to a 

(logged) geometric mean of price relatives:      

 

(4) ( ) ( )1 , , 1( , 1)
1/ ln lnt t m t m tm M t t

M P Pδ δ − −∈ −
− = −∑ . 

 

What happens when there exists product turnover?  Consider the introduction of a 

new good (call it "N") at time t.13  The familiar problem for price indexes is that one 

cannot calculate a price relative for the new model in the period of introduction because a 

price for the previous period does not exist.  From a theoretical point of view, the 

appropriate price to use in the period before introduction is the Hicksian reservation price 

that drives demand to zero.14 

In practice, the two methods have different ways to deal with this issue.  A DV 

price measure provides an explicit imputation for these missing prices.  To see this, take 

the general expression for the DV measure in (2) and split out terms associated with the 

new good from those of continuing goods.  After some tedious algebra, the DV estimate 

for price change from over t, t-1 can be expressed as:   

                                                                 
13 Although we only show this for the case of an entering model, the same holds true for an exiting model.  
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(5)    ( ) ( )
( ) ( ) ( )

1 1 , , 1 1( , 1)

, , , , 1 , , 1 1( 1)

ln ln

1 ln ln

t t t t m t m t tm M t t

t N t k N k t m t k k m t tk m M t k

M M P P M

M P C P C M

δ δ

β β

− − − −∈ −

− − −∈ −

 − = − 
 + − − − 

∑
∑ ∑ ∑

 

 

Equation (5) shows that in the presence of turnover, the DV measure may be 

written as a weighted average of a price measure for continuing goods--the first term--

and one for the turnover goods--the second term--where the weights are the share of 

observations of each type.  For continuing goods, the DV measure is just a geometric 

mean of price relatives in logged form.  We call this a "matched-model" geometric mean 

(geomean, for short) to indicate that the mean is taken only over observations that exist in 

both periods.  For the turnover good, the hedonic regression imputes a price relative as 

the difference between the quality-adjusted price for the new variety at time t 

(lnPN,t−ΣkßkCN,k,t) and the average quality-adjusted price for all observed models in the 

prior period (Σm∈t-1 ( ln Pm,t-1 − Σk ßkC k,m,t-1) / Mt-1 ).   

In contrast, index number methods are silent on how to handle the missing prices 

associated with new and exiting goods.  Instead, one common practice is to form a 

matched-model index that includes price relatives only for continuing goods.15  Implicit 

in this approach is the assumption that a price index calculated over continuing goods is a 

good proxy for the theoretically-correct price relative for the turnover good.   

It is not at all clear which, if either, of these imputations corresponds to the 

theoretically-correct Hicksian price.  However, in practice, both aggregate price measures 

are heavily influenced by the price movement in the continuing goods.  In (5), if the 

number of turnover observations is small relative to all observations, then the imputed 

price relative for the new good will receive a small weight and the DV measure will be 

largely driven by the geomean of continuing goods.  When the dataset contains high-

frequency observations, any given time period is unlikely to contain many turnover 

observations.  If so, then the weight placed on the implicit imputation for price change in 

the turnover goods will be numerically small and the two indexes will yield numerically 

similar measures.   

                                                                                                                                                                                                 
14 Hicks (1940).   
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There is an analogous correspondence for the Tornquist index for the case when 

the associated quantities are also observed.  In the absence of turnover, a hedonic 

regression that is 1) specified in first-differenced form with 2) the dependent variable 

multiplied by tornquist revenue shares yields a DV measure of price change that is 

identical to the Tornquist index.  As is the case with the geomean, the treatment of 

turnover differs in the two methods, but numerical differences will depend on the weight 

given to turnover observations.  That weight is likely to be small in high-frequency 

datasets.   

 

4.  EMPIRICAL ILLUSTRATION  

Illustrating the points made in the previous section, we calculate a variety of price 

indexes for Intel microprocessors (MPUs).  The data are quarterly for 44 distinct MPUs  

used in desktop computers from 1993-99 —  Each MPU in our dataset is a physically 

distinct device whose characteristics are constant over time: the MPUs differ by speed 

(measured in MHz) as well as other characteristics that do not change over the life of the 

chip (cache memory capacity, for example).16   

As noted above, differences between the matched-model and DV measures can 

arise when there are turnover observations.  The importance of entry and exit for our data 

are presented in table 1.  First, note that the number of periods that involve some type of 

turnover is small in these data.  There are never more than 6 chips introduced in any 

given quarter and never more than 4 retired.  This suggests that a DV measure from a 

regression like (1) will be numerically close to a matched-model geomean calculated 

from the same data. 

In terms of revenue shares, the quarterly revenue shares of each of the entering 

and exiting microprocessors in their introductory and retirement periods are mixed; they 

are always less than 25 percent but, excluding a few outliers, tend to be less than 10 

percent.  This suggests that a DV measure from a fixed-effect regression where the 

dependent variable is pre-multiplied by Tornquist weights will be numerically close to a 

matched-model Tornquist index. 

                                                                                                                                                                                                 
15 We do not address the “imputation method” because it requires an estimated hedonic regression.   
16 These data are described in more detail in Aizcorbe, Corrado, and Doms (2000). 
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The relatively low turnover from a revenue point of view may in itself be 

surprising and interesting.  The common notion for high-tech goods is that product 

turnover is rampant, making the linking of products from one period to another difficult.  

However, for Intel MPUs and personal computers, much of the market in a given quarter 

is comprised of products that existed in the previous period.  When new products are 

introduced, they tend to have very small market shares.  There is a similar case for 

products that exit:  exiting products tend to have very small market shares.  

Finally note that if the data were of lower frequency--say, annual—then product 

turnover would be much greater.   In that case, the omission of turnover observations to 

form matched-model indexes would be more likely to generate larger differences 

between the matched-model and hedonic price measures.  

We estimate two hedonic regressions, both specified in semi- log form (as in (1)).  

Because models' characteristics are constant over time in our dataset--so that Ck,m,t = 

Ck,m,t-1 = C k,m for all t--both specifications are special cases of (1’): 

 

(1') , , , ,ln m t k k m t m t m tk t
P C Dβ δ ε= + +∑ ∑  

 
 

The first specification controls for quality differences across models with the use 

of fixed effects.  That is, we assume ΣkßkC k,m = ßm and rewrite (1’) as: 

 

(6) , , ,ln m t m t m t m tt
P Dβ δ ε= + +∑  

 
The second specification uses a more conventional functional form.  This 

specification—done for illustrative purposes only—posits that (logged) prices are a 

quadratic function of speed:  that is, ΣkßkC k,m =  a + b(speed m) + c(speed m)2 and (1’) 

becomes: 

 

(7) 2
, m , ,ln a + b(speed ) + c(speed )m t m t m t m tt

P Dδ ε= + +∑  
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The fixed-effect regression has several advantages over a more conventional specification 

(as in (7)).  First, the fixed-effect regression is more flexible—it does not impose a 

particular functional form—like the quadratic.  The fixed-effect model also does not 

place any restrictions across models whereas (7) requires that the relationship between 

speed and price be the same across models.  Third, one doesn’t need to choose 

characteristics and use them directly in the fixed-effect regression.  The characteristics 

are only used to define models such that any observed characteristics are unchanged over 

time.  Finally, the fixed-effect specification can provide more stable DV measures than 

the more-conventional specification (see Aizcorbe (2003)).   

 Table 2 reports the resulting DV measures from these regressions alongside 

matched-model indexes.  The first two columns compare a matched-model geomean 

index (column 1) and the DV price measure from the fixed-effect regression.  Consistent 

with the arguments made earlier, the two measures are identical in the five time periods 

where there was no turnover:  93:3, 93:4, 94:2, 94:3, and 97:1.  Although  the two 

measures can diverge substantially in other time periods, their average rates for 1993-99 

are remarkably similar (-52.5 vs. –53.0).  Similar results were reported in Aizcorbe, 

Corrado and Doms (2000) for personal computers.  Silver and Heravi (2001, 2002) report 

similar findings using scanner data for washing machines and televisions.   

 In contrast, the average rate for the DV measures from the usual specification is 

noticeably slower than those of the geomean or the fixed-effect regression (-48.1).  

Because the two regressions were done using the same data, we attribute these 

differences to econometric problems—misspecification, collinearity, etc.—in the usual 

specification.    

 Finally, the last two columns show two matched-model superlative indexes:  a 

Tornquist and a Fisher Ideal index.  Consistent with findings elsewhere in the literature, 

the two measures give quite similar results both in each period and overall.  The 

superlative price indexes fall faster than either the geomean or hedonic indexes.  We 

attribute those differences to the fact that both the geomean and hedonic specifications 

impose constraints on the substitution possibilities while the superlative indexes do not.  

That the superlative indexes show faster price declines suggests some degree of 

substitution across chips.   
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5. CONCLUSION AND CAVEATS 

As sources of detailed data become increasingly available, matched-model indexes 

become a viable method for constructing constant-quality price measures.  In particular, 

when very disaggregate panel data on prices are available at a high frequency, and when 

the data display only a small amount of turnover at any given point in time, the DV 

measure of price change from a hedonic regression will be numerically similar to the 

price measure obtained from a matched-model geomean.  We illustrate this point using 

data for Intel’s microprocessors, a segment of the semiconductor market that is 

characterized by rapid product innovation.  Even so, the data are of sufficiently high 

frequency that the influence of these turnover observations is relatively small and the two 

indexes display nearly identical rates of price change.   

We hasten to add that construction of the matched-model indexes is not always 

possible.  That depends on both the nature of the goods in the industry under study and on 

the availability of the needed data.    
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Table 1.   Entry and Exit Shares for Intel Desktop CPUs 

          Revenue Share            Observation Revenue Share          Observation          Net Entry
             (percent) Number      Share (percent) Share (percent) Number   Share (percent)      Share (percent)

(1) (2) (3) (4) (5) (6) (7)
Date
93Q2 2.1 2 28.6 0.0 0 0.0 2.1
93Q3 0.0 0 0.0 0.0 0 0.0 0.0
93Q4 0.0 0 0.0 0.0 0 0.0 0.0
94Q1 5.3 5 41.7 0.0 0 0.0 5.3
94Q2 0.0 0 0.0 0.0 0 0.0 0.0
94Q3 0.0 0 0.0 0.0 0 0.0 0.0
94Q4 8.1 1 7.7 0.0 0 0.0 8.1
95Q1 2.2 1 7.7 0.4 1 7.7 1.8
95Q2 5.3 1 8.3 0.4 1 7.7 4.9
95Q3 0.0 0 0.0 1.4 1 8.3 -1.4
95Q4 16.4 6 40.0 4.0 2 18.2 12.4
96Q1 3.0 1 7.7 0.9 3 20.0 2.1
96Q2 0.0 0 0.0 3.0 1 7.7 -3.0
96Q3 0.0 0 0.0 0.0 0 0.0 0.0
96Q4 13.8 2 15.4 0.8 2 15.4 13.0
97Q1 0.0 0 0.0 0.6 2 15.4 -0.6
97Q2 9.7 2 18.2 0.0 1 9.1 9.7
97Q3 8.5 1 9.1 0.0 0 0.0 8.5
97Q4 13.0 2 18.2 1.8 4 30.8 11.2
98Q1 5.1 2 20.0 4.1 3 27.3 1.0
98Q2 2.9 2 16.7 0.0 0 0.0 2.9
98Q3 9.5 3 21.4 2.0 1 8.3 7.5
98Q4 8.3 1 8.3 2.1 3 21.4 6.2
99Q1 24.4 4 30.8 6.7 3 25.0 17.7
99Q2 8.6 2 13.3 0.0 0 0.0 8.6

93-99 5.8 12.5 1.1 8.9 4.7
    Source: Authors calculations based on proprietary data from Micro Design Resources.

   Exiting devices (t-1)      Entering devices (t)



Table 2.  Price Measures for Intel's Computational Microprocessors
(quarterly percent change)
Geomean    Hedonic Indexes Superlative Indexes

Date    Index Fixed- Usual Tornquist Fisher
Effects Spec.

93:1     --- --- --- --- ---
93:2 -5.21 -8.52 -5.87 -3.80 -3.80
93:3 -5.87 -5.87 -5.86 -5.53 -5.53
93:4 -12.78 -12.78 -12.78 -11.99 -11.99
94:1 -4.19 -6.06 -12.08 -5.65 -5.65
94:2 -9.87 -9.87 -9.87 -10.19 -10.18
94:3 -13.97 -13.97 -13.97 -16.50 -16.45
94:4 -17.94 -18.44 -16.86 -20.70 -20.60
95:1 -30.94 -29.26 -27.93 -27.85 -27.84
95:2 -12.55 -12.49 -10.98 -13.27 -13.15
95:3 -20.83 -24.33 -24.73 -25.69 -25.75
95:4 -21.89 -19.76 -9.73 -25.64 -25.63
96:1 -22.16 -24.81 -12.83 -25.85 -25.93
96:2 -27.22 -29.73 -28.79 -27.44 -27.46
96:3 -20.49 -20.23 -20.41 -22.84 -22.86
96:4 -8.96 -7.76 -7.41 -12.85 -12.87
97:1 -8.75 -8.75 -8.75 -11.97 -11.92
97:2 -12.01 -15.98 -1.35 -14.85 -14.79
97:3 -21.35 -18.63 -15.41 -28.54 -28.52
97:4 -22.84 -22.97 -21.47 -28.28 -28.30
98:1 -26.61 -27.49 -23.42 -27.91 -27.62
98:2 -23.37 -19.15 -15.99 -31.33 -31.43
98:3 -28.35 -27.31 -28.81 -33.05 -32.98
98:4 -14.89 -11.87 -8.58 -28.03 -28.11
99:1 -24.02 -23.08 -29.50 -21.45 -21.21
99:2 -24.87 -29.83 -28.95 -25.48 -25.25
99:3 -22.00 -21.10 -14.68 -29.93 -29.98
99:4 -21.97 -21.57 -22.79 -29.59 -29.52

93-99 -18.00 -18.21 -16.29 -20.97 -20.94

Source:  Authors' calculations based on proprietary data from
 MicroDesign Resources.  
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